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 How resetting the immune system could enable patients with lupus and other immune-

mediated diseases to achieve long-lasting remission, or even a cure.

A
bout 67 million people worldwide have an immune-mediated disease, and the 

number is growing. “Immune-mediated diseases 

are increasing around 10% every year,” says 

Attilio Bondanza, vice president of Immunology 

Cell Therapy, BioPharmaceuticals at AstraZeneca. “This 

increase, combined with the modest remission rates of 

current therapies, means we need to adapt and develop 

radical new approaches to tackle immune-mediated 

diseases, especially for patients with no further options.”

For many years, patients with immune-mediated diseases were treated with 

high doses of glucocorticoids and other traditional immunosuppressants, which do 

not address the underlying causes of disease and are associated with significant 

side effects. The subsequent development of more targeted therapies has improved 

lives for many, but despite leading to  much-improved treatment outcomes including 

increased remission rates, they are not curative.

Emerging cell therapies, such as CAR-T cells, have the potential to reset the immune 

system, offering hope for complete remission—a functional cure—with a single 

administration for certain patients.

“Harnessing the power of the body’s own immune cells to treat diseases is a 

potentially transformative, rapidly expanding area that 

could drive research and clinical care for the next decade 

and beyond,” says Anca Askanase, professor of medicine 

and director of the Lupus Center at Columbia University. 

A potential immune system reset
Known widely as a treatment for certain blood cancers, 

CAR-T cells can successfully target malignant B cells—

white blood cells that make antibodies—to treat some blood cancers. These defective 

autoreactive B cells are also strongly involved in diseases such as lupus, multiple 

sclerosis, and rheumatoid arthritis, suggesting that CAR-T cells could also work for 

these diseases.  

 The goal of cell therapy in immune-mediated diseases is to restore B cells’ normal 

function by fully depleting defective B cells, thereby resetting the immune system. 

Researchers at AstraZeneca are developing novel CAR-T approaches that could target 

these diseases’ unique underlying pathophysiology. 

First, a patient’s own T cells are removed and engineered to express a specific 

chimeric antigen receptor (CAR). The cells are then reinfused into the patient. For 

example, researchers are investigating a CAR T-cell therapy directed to the dual 

targets of CD19 and B-cell maturation antigen (BCMA). By depleting CD19-expressing 

B cells and plasma cells that express BCMA abundantly, this approach could deliver 

long-lasting drug-free remission   beyond that achievable with a CAR-T cell therapy 

aimed at a single target.

“T cells have the unique ability to penetrate into deep tissues, particularly into 

the bone marrow, eradicating disease-causing cells,” says Bondanza. “This could 

potentially enable a total reset of the immune system, which in turn may have a 

fundamental benefit on patients’ lives.” 

B cells aren’t the only driver of immune-mediated diseases; T-cell dysfunction 

can trigger type 1 diabetes and inflammatory bowel disease. In healthy individuals, 

T cells kill pathogen-infected cells, but in those with autoimmune diseases, they 

erroneously attack the patient’s cells. Regulatory T cells (Tregs) prevent an overactive 

immune response, so enhancing their activity with CAR Treg cell therapy, in which Treg 

cells are engineered to home in on the affected organ, may dampen or halt disease 

progression and prevent further organ damage. 

Leading the way
“AstraZeneca’s ambition is to transform the care of patients with immune-mediated 

disease, moving beyond symptom control and progressing to a cure,” says Bondanza. 

“We are developing an entire pipeline of novel therapies that utilize innovative 

platforms, with cell therapies addressing a significant unmet need.”

Across immunology, AstraZeneca is developing multiple therapies, including cell 

therapies, T-cell engagers, and biologics, that aim to treat patients across the full 

spectrum of disease severities.  Within cell therapy, new approaches beyond CAR-T and 

CAR-Tregs are being researched, such as allogeneic (engineered cells from healthy 

people) and in vivo (modifying T cells within the body) technologies.

As Askanase notes, “What’s most exciting about cell therapy is that this novel 

treatment approach to autoimmune diseases can be tailored for each patient to 

provide a one-time, potentially curative option, eliminating the need for life-long 

treatment.”
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NEB’s Customized Solutions Team is here to help, and serves as a bridge to the

support and resources you need to ensure your success.

Your bridge to successful innovation.

Creating the right partnership is essential when pioneering

a new life science product. Every aspect of development –

technical expertise, reagent optimization, manufacturing

scale, turnaround time, reagent quality, and comprehensive

logistical support – is vital for achieving your objectives.

And in the regulated markets landscape, these challenges

magnify, demanding an even more specialized approach.

Your Bridge to Successful Innovation

• Leverage NEB’s 50 years of experience in enzymology

and reagent manufacturing

• As an extension of your team, we prioritize a deep

understanding of your objectives, work with you on an

optimal solution, and help to anticipate your future needs

• Benefit from our ISO 9001- and 13485-certified

processes and commitment to quality, as well as our GMP-

grade* production facility, and specialized lyophilization

facility for the highest quality production standards

• Access unparalleled support from our dedicated account

managers, program managers, technical scientists and

production teams

• We work closely with you on inventory management and

global distribution through our network of NEB-owned

subsidiaries, to ensure successful commercialization

NEB’s Customized Solutions Team will help you access

novel products, meet quality specifications, speed time to

market, and streamline your supply chain, allowing you to

focus more on what matters most — innovation.

Ready to start the discussion? Learn more at

www.neb.com/customizedsolutions.

* “GMP-grade” is a branding term NEB uses to describe products manufactured or finished at NEB’s Rowley facility. The Rowley facility was designed to manufacture products under

more rigorous infrastructure and process controls to achieve more stringent product specifications and customer requirements. Products manufactured at NEB’s Rowley facility

are manufactured in compliance with ISO 9001 and ISO 13485 quality management system standards. However, at this time, NEB does not manufacture or sell products known as

Active Pharmaceutical Ingredients (APIs), nor does NEB manufacture its products in compliance with all of the Current Good Manufacturing Practice regulations.
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After drought dried up reservoirs in Texas, officials in Austin turned to climate modelers to help plan infrastructure.
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Recent PhD?
How about $30,000 US, having your essay

published in Science, and being celebrated

with a week of festivities in Stockholm, Sweden?

Applynow to theScience&SciLifeLabPrize for YoungScientists!

A global award aimed at young researchers
Every year, four early-career scientists from across the globe are awarded the

Science & SciLifeLab Prize for Young Scientists for outstanding research they

have conducted as part of their PhD.

The selected winners receive up to $30, 000 US in prize money for their

accomplishments. In addition, all four winners are published in Science and

invited by SciLifeLab to Sweden in December to participate in a unique week filled

with events in honor of science. Here, they will be given the opportunity to meet

with leading scientists in their field of research and create life-long connections to

support their career.

Categories

The award is available in four categories:

• Cell and Molecular Biology

• Genomics, Proteomics and Systems Biology Approaches

• Ecology and Environment

• Molecular Medicine

More information

More information: scienceprize.scilifelab.se

Questions: scilifelabprize@aaas.org

Application deadline: July 15, 2025

Eligibility: applicants must have received their PhD between January 1, 2023

and December 31, 2024.

Enabled by the generous support of the Knut and Alice Wallenberg Foundation.
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EDITORIAL

America is ceding 
the lead in creating the future 

H. Holden Thorp

T
he renowned American management consultant 

and author Peter Drucker is often credited as 

saying that “the best way to predict the future 

is to create it”—a view that applies to science as 

much as to the business world. It implies that 

gaining insights and ideas that lead to new discoveries and 

technologies allows victory in the marketplace, ahead of 

the competition. As the Trump administration continues to 

drastically defund and dismantle basic science in America, 

the United States is presenting other countries with oppor-

tunities to take the lead in seeing farther ahead, anticipate 

where scientific and technological prowess is going, and 

create the future, while the United States stands on the 

sidelines. This is a matter not only of scientific prestige 

but also of economic vitality. The country will no longer 

be at the forefront of commer-

cializing breakthroughs and 

leveraging them for maximum 

economic and societal benefit. 

Moreover, this will trigger a 

massive transition for the 

global scientific community 

and alter the framework that 

shapes how the world’s econo-

mies connect and grow.

Measured by its share of 

published research, the United 

States was already falling be-

hind before the latest cuts 

and attacks. For example, the 

percentage of papers published in Science with at least one 

corresponding author with funding from the US federal gov-

ernment has been declining over the past 7 years (2018 to 

2024), decreasing from 54 to 44%. By contrast, the number 

of published papers originating from China has doubled 

during this time. In Science Advances, the number of papers 

published from China and the United States in 2024 was 

roughly the same. If this trend continues, the same will be 

true in a few years for Science and is likely to happen even 

sooner as the US government retreats from supporting re-

search and China and other countries continue to increase 

their investments.

For now, the United States arguably remains the leader 

in the hot areas of artificial intelligence (AI) and quantum 

computing, with many of the advances coming from US-

based corporate entities such as Google DeepMind and Mi-

crosoft. But commercial success in these areas grew out of 

basic research in computer science and solid-state physics 

in universities, funded by the federal government. With a 

bottom line to consider, for-profit businesses likely would 

not have started these disciplines from scratch. The recent 

market panic caused by the advances in AI by the Chinese 

company DeepSeek shows that this leadership is far from 

guaranteed. Moreover, applying these technologies in med-

icine and elsewhere will rely on still more basic research—

research now threatened by sweeping cutbacks inflicted by 

the Trump administration.

A world where the United States is no longer leading 

the scientific enterprise will still benefit from science. Hu-

man creativity flourishes everywhere, after all, and other 

countries and cultures will have greater opportunities to 

shape the future in new ways. The global enterprise will 

adapt to the lack of American leadership, but the steep 

loss for the country itself is 

unambiguous. The United 

States will no longer have the 

same window into the tech-

nologies of the future that will 

allow it to shape and antici-

pate commercial and societal 

advances. This will eventually 

reduce the market successes 

and global leadership that 

the United States has boasted 

since World War II.

At a US Senate hearing in 

April on the importance of 

biomedical research, bipar-

tisan support was expressed for continued investment, 

although whether senators in the Republican party will 

defy the president and rectify the cuts remains unknown. 

In his testimony, Sudip Parikh, the chief executive offi-

cer of the American Association for the Advancement of 

Science (AAAS, the publisher of Science), noted that the 

language of chemistry used to be German and that only 

in the past 50 years did the German language stop being 

a requirement for chemistry degrees in the United States. 

“Twenty years from now,” he said, “what is going to be the 

language of science? Is it going to be English? I don’t know 

that for certain.” It is a sobering thought. Scientific knowl-

edge is, fortunately, a public good, and as such, its benefits 

transcend international boundaries. But relinquishing its 

prominence in creating the future is nothing short of dev-

astating for the United States. �

H. Holden Thorp Editor-in-Chief, Science journals. hthorp@aaas.org.

10.1126/science.adz3915

The United States will no 
longer have the same window 

into the technologies 
of the future that will allow 

it to shape and 
anticipate commercial and 

societal advances.



bit.ly/NewsFromScience

Subscribe to News from Science for

unlimited access to authoritative,

up-to-the-minute news on research

and science policy.



rescorp.org

The Robert Holland Jr. Award

Welcoming senior scientists as full members of

the Cottrell Scholar community for research

excellence, leadership, creativity, and

mentoring in the physical sciences. The award

honors the late Robert Holland Jr., an engineer

and corporate executive who served on RCSA's

Board of Directors.

5.Kevin Hewitt | Physics

Dalhousie University

6.Angel Martí | Chemistry

Rice University

7. Enrico Ramirez-Ruiz | Astronomy

University of California, Santa Cruz

The STAR Award

Rewarding Cottrell Scholars for excellence

in science teaching and research.

1.Richard Brutchey | Chemistry

University of Southern California

Cottrell Scholar 2010

2. Jenny Ross | Physics

Syracuse University

Cottrell Scholar 2010

The IMPACT Award

Honoring Cottrell Scholars for

national impact in science through

leadership and service.

3. Eric Hegg | Chemistry

Michigan State University

Cottrell Scholar 2002

4. Michael Strauss | Astronomy

Princeton University

Cottrell Scholar 1997

Celebrating
Excellence

and Impact
Since 1994, Research Corporation for Science

Advancement's Cottrell Scholar program has developed

outstanding early career teacher-scholars recognized by

their scientific communities for the quality and innovation

of their research and educational programs and their

academic leadership skills. RCSA also celebrates the

achievements of accomplished scientists through its annual

STAR and IMPACT Awards, and through the Robert Holland

Jr. Awards for Research and Leadership Excellence.



1008  5 JUNE 2025 Science

O
n 24 May, the morning after 

a news article announced 

major job losses coming at 

the U.S. National Acad-

emies of Sciences, Engineering, 

and Medicine (NASEM), National 

Academy of Sciences President 

Marcia McNutt wrote an apologetic 

memo to employees. Her statement 

to STAT that 250 people could lose 

their positions by summer’s end had 

come as news to the roughly 1100 

NASEM staff. McNutt told staff “no 

decisions [have been] made” about 

the number of coming layoffs. 

But there’s no doubt that the 

162-year-old honorary society, which 

produces influential reports by com-

mittees of independent experts, is 

headed for dramatic changes. “Our 

financial realities necessitate pre-

paring for painful downsizing and 

reorganization,” wrote McNutt, who 

took the helm at NASEM in 2016 fol-

lowing 3 years as editor-in-chief of 

Science. After 2 years of budget defi-

cits, the private, nonprofit NASEM is 

now being hit with cuts to govern-

ment contracts by President Donald 

Trump’s administration.

The National Research Council 

(NRC), the organization’s operat-

ing arm, has already been forced 

to lay off more than 50 people, and 

the next steps could soon become 

clearer. At a meeting on 10 and 

11 June, NRC’s governing board will 

receive the recommendations of a 

working group outlining the pro-

posed reorganization. 

“While it is too early to share 

specific outcomes, we anticipate that 

the NRC will emerge as a smaller or-

ganization with fewer units,” McNutt 

wrote in a 21 May email to the chairs 

of NRC’s many boards, the groups 

of expert scientists that identify 

research topics and frame the scope 

and questions of studies. “The goal 

of this restructuring is to eliminate 

redundant administrative layers, 

reduce indirect costs, and better 

align operations with our strategic 

priorities,” she wrote. 

The direction is alarming to 

some of NASEM’s elected mem-

bers, including cell biologist Randy 

Schekman of the University of 

California, Berkeley, who is a former 

editor-in-chief of the Proceedings of 

the National Academy of Sciences, 

NASEM’s in-house journal. He says 

he fears for the future of NASEM’s 

defining consensus reports. “I am 

not aware of there ever having been 

a crisis like this” at NASEM, he says. 

“It’s a disaster.”

The National Academy of Sciences 

was granted a charter by Congress 

in 1863 to provide the government 

with independent, objective advice 

on science and technology. Its flag-

ship studies have addressed scores 

of subjects from research priorities 

for Alzheimer’s disease treatment to 

shaping the next decade of solar and 

space physics research. Because the 

organization does not have congres-

sional funding, it must raise its 

own money for the studies. Philan-

thropies fund some, but most are 

supported by federal agencies. NRC 

received $200 million in govern-

ment contracts and grants in 2023, 

the most recent year for which the 

number is available. And many of 

those contracts have been axed by 

the team of cost cutters at Trump’s 

so-called Department of Government 

Efficiency (DOGE).

From Trump’s inauguration to 

6 May, NRC lost 41 U.S. government 

contracts and received another eight 

stop-work orders, NASEM’s chief op-

erating officer, Greg Symmes, wrote in 

a 6 May memo to staff. “This has had 

an immediate impact on the program 

staff working on those projects.” Two 

more contracts have been lost since 

then, bringing the total to 43, ac-

cording to a NASEM spokesperson. 

“We have not yet determined how 

far [staff ] reductions will have to 

go,” Symmes added in a statement 

to Science.

The DOGE website lists 36 of the 

canceled NASEM contracts, and 

 Science calculated the total cost of 

these losses to be more than 

$25 million. The list includes a 

$970,000 contract from the Depart-

ment of Homeland Security to fund 

statistical research for a new office 

of homeland security statistics, a 

$250,000 contract from the Centers P
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National Academies on brink 
of dramatic downsizing
Venerable advisory organization hit by Trump’s contract cancellations

MEREDITH 

WADMAN

National Academy of Sciences 

President Marcia McNutt is 

navigating a tense situation as the 

organization faces unprecedented 

contract losses and layoffs.
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I
n his “skinny budget” unveiled a month ago, 

President Donald Trump proposed a 57% 

cut to the $9 billion budget of the National 

Science Foundation (NSF). Now, in a more 

detailed budget request for fiscal year 2026, 

Trump explains what an agency shrunken by 

more than half would look like.

The request, submitted to Congress last week, 

would all but doom one of two proposed giant 

telescopes, eliminate funding for the U.S. global 

change research program and research on 

clean energy technologies, and, in a move one 

astrophysicist called “bonkers” on social media, 

close one-half of a pioneering gravitational wave 

observatory. The NSF budget proposal would also 

reduce by two-thirds the agency’s investment in 

training the next generation of U.S. scientists and 

engineers and eviscerate its $1.4 billion portfolio 

to increase the diversity of that workforce.

“The $3.9 billion request reflects a strate-

gic alignment of resources in a constrained 

fiscal environment in which NSF prioritizes 

 investments that can have the greatest national 

impact,” according to a statement from an 

agency spokesperson.

Congress would have to approve the president’s 

budget, which would imperil many thousands 

of academic researchers who depend on NSF 

funding. Their chance of winning a grant, 26% in 

2024, would plunge to 7%. The number of scien-

tists supported by an NSF grant would contract 

by three-quarters.

Trump’s budget would even slash many areas 

his administration has identified as national pri-

orities. NSF’s investment in research on advanced 

manufacturing, for example, would dip by 65%, 

microelectronics research by 54%, and support 

for biotechnology by 30%. Research on artificial 

intelligence and quantum information science are 

the only priority areas not ravaged, with AI get-

ting a 3% boost and QIS holding steady.

Although massive layoffs were rumored, NSF’s 

1550-person workforce would shrink by only 15% 

from its 2024 tally, the document says. However, 

the number of academic scientists who take leave 

from their institutions to work at NSF as “rota-

tors” for up to 4 years would drop from 300 to 70.

The budget provides only top-level numbers for 

each of NSF’s eight parent directorates. The Engi-

neering and STEM Education directorates would 

for Disease Control and Prevention 

for a June workshop on preventing 

H5N1 bird flu transmission among 

farm workers and veterinarians, 

and a $500,000 study on drought 

and climate change funded by the 

National Oceanic and Atmospheric 

Administration. 

In her letter to the board chairs, 

McNutt explains that providing bridg-

ing funds, such as from endowments, 

“is not a viable option” because “NRC 

itself has no endowment or funding 

reserve. While the three academies—

Sciences, Engineering, and Medicine—

do hold endowments, those funds are 

limited and highly restricted.”

The presidents of those three 

honorific societies that together with 

NRC comprise NASEM—McNutt, John 

Anderson, and Victor Dzau—each 

earned more than $1 million in 2023. 

Eleven other senior executives earned 

in excess of $300,000 that year, ac-

cording to NASEM’s tax filings. 

At a time when hundreds of jobs 

are at risk, “It is galling that the 

leadership of the institution makes 

that kind of money,” says one senior 

program officer with a decade of 

experience at the institution. Salaries 

for the teams that support the studies 

begin below $60,000. McNutt did not 

respond to a question asking whether 

reducing executives’ salaries had 

been considered as a way to protect 

NRC work.

But some say the job losses are an 

occupational risk at an institution 

that consistently needs to drum up 

its own money. “I hired and fired lots 

of people over the years,” says one 

former senior NRC staffer who asked 

not to be identified because of the 

political sensitivity of the issue. “It’s 

the nature of being on soft money.”

The recent blows follow 2 years of 

red ink; NASEM ran $63 million and 

$40 million deficits in 2022 and 2023, 

respectively. (The 2024 figure is not yet 

available.) NASEM says the shortfalls 

mainly reflect investment losses. But 

a scientist at a U.S. agency that has 

funded NRC studies says it has not 

sought federal clients as aggressively 

as it could. “It seems like they are in 

a defensive crouch and doing what 

they can to survive,” says the scien-

tist, who has advised NASEM boards 

for 30 years and who requested 

anonymity because they work for 

the government. NASEM reports can 

take 1.5 to 2 years to develop and cost 

hundreds of thousands of dollars or 

more. The time and expense can push 

clients toward more nimble com-

petitors such as MITRE or RAND, 

nonprofits that advise government 

clients on complicated science and 

technology problems, the scientist 

adds. “Marcia McNutt’s got a helluva 

challenge on her hands.”

McNutt faces challenges that go 

beyond finances, including com-

plaints that NASEM leaders are timid 

at a time that calls for outspokenness 

in defense of science. “I [have] tried 

to convince, unsuccessfully, Marcia 

McNutt … to take a public stand,” 

Schekman says, “and I have received 

no encouragement and some consid-

erable resistance” from her. (McNutt 

did not respond when asked to com-

ment on his statement.)

Members also expressed outrage 

when staff were ordered to purge 

words such as “health equity” and 

“marginalized populations” from 

complete or near-complete reports 

this winter. The move came soon 

after McNutt and Symmes wrote 

to staff that they were dissolving 

NASEM’s Office of Diversity and In-

clusion, citing executive orders from 

Trump and NASEM’s obligations as a 

federal government contractor.

Susan Rundell Singer, a plant 

biologist and higher education re-

searcher who is president of St. Olaf 

College and chairs the NRC Board 

on Science Education, hopes there 

will soon be more clarity on how the 

academy proposes to continue its 

research. “For 80 years the federal 

government and higher education 

have worked together to ensure we 

have the highest quality research 

and education—and we’ve been 

the envy of the world,” she says. 

“The National Academies have 

played a key role [in that]. … 

And that’s at risk.” �

With reporting by Jeff rey Mervis.

I am not aware 
of there ever 
having been 
a crisis like this 
[at NASEM] … 
it’s a disaster.
Randy Schekman
University of California, Berkeley

FUNDING

Final NSF budget 
proposal details 
massive cuts
Trump request favors one giant 
telescope and kills a gravitational 
wave detector JEFFREY MERVIS
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PAUL VOOSEN

P
resident Donald Trump’s 

administration wants to 

curtail science at NASA, 

prematurely ending a host 

of active missions in space and drop-

ping plans for future probes. The 

budget proposal, released last week, 

emphasizes human exploration and 

missions that would land “the first 

human ever, an American, on Mars.” 

But it calls for cutting NASA’s sci-

ence spending in half, to $3.9 billion, 

and would end more than 40 “lower 

priority” missions for a “leaner, more 

focused Science program.”

If approved by the U.S. Congress, 

the plans would effectively end 

NASA’s long-standing role as the 

world leader in space science, says 

Alan Stern, a planetary scientist at 

the Southwest Research Institute 

and former NASA science chief. 

“This is a tragic mistake for the new 

administration,” he says, adding that 

the proposal would undermine the 

country’s pipeline of future scientific 

talent and waste billions of dollars 

already spent on the missions.

A day after the budget release, the 

White House also abruptly pulled 

its nominee for NASA administrator, 

Jared Isaacman, a billionaire and 

commercial astronaut, just ahead of a 

Senate confirmation vote, leaving the 

agency without a leader to defend it. 

Reportedly, Isaacman’s donations to 

Democratic lawmakers undermined 

his position with Trump, even though 

he had previously disclosed them. 

Isaacman had also expressed support 

for a full NASA science budget and 

was an ally of Elon Musk, whose 

standing at the White House has 

frayed in recent weeks. 

The request would kill off several 

active climate science missions, 

including two Orbiting Carbon 

Observatories (OCOs) that map atmo-

spheric carbon abundance around the 

planet. OCO-2, a standalone space-

craft, launched in 2014, and OCO-3 is 

mounted on the International Space 

Station. The missions investigate 

variations in the natural carbon cycle 

and have proved capable of tracing 

human carbon emissions.
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suffer the deepest cuts, some 75%; while the 

Technology, Innovation, and Partnerships and the 

Geosciences directorates would shrink by 44%. 

But the budget omits detailed descriptions of the 

funding for the 37 divisions within those director-

ates. An NSF plan Science previously revealed 

would eliminate those divisions and instead focus 

the agency on Trump’s handful of priority areas.

The agency also plans to jettison specific facili-

ties, including one detector in the Laser Interfer-

ometer Gravitational-Wave Observatory (LIGO), 

now operating from twin locations in Louisiana 

and Washington state. Scientists note the two ex-

quisitely sensitive detectors are designed to work 

in concert to spot minute ripples in space and 

rule out local events. “We need two LIGO sites 

to prove sources are astrophysical and not, like, 

a rabbit hopping nearby,” Ohio State University 

astronomer Laura Lopez noted on social media. 

And when combined with information from 

international counterparts, the pair can pinpoint 

a wave’s celestial source.

In February, NSF’s oversight board recom-

mended the agency spend $1.6 billion on only 

one of the two optical telescopes that have been 

vying for funds. Now the 2026 budget request 

identifies a loser in that competition, the Thirty 

Meter Telescope (TMT) planned for Hawaii. 

NSF says it won’t spend any more money on 

the TMT. “We are disappointed that the NSF’s 

current budget request does not include TMT,” 

says its executive director, Harvard University 

astronomer Robert Kirshner.

Instead, NSF has agreed to assess, but did not 

commit to pay for, the final design review for 

the TMT’s rival, the 25-meter Giant Magellan 

Telescope in Chile. The budget also says that pass-

ing that review “does not guarantee that a project 

will be approved for construction.” �

SPACE SCIENCE

Budget proposal would kill 
dozens of active and planned 
NASA spacecraft
Proposal comes as White House pulls its nominee to lead NASA 

THEY SAID IT

Devastating.
Duke University’s Barton Haynes, 

responding to a decision by the 

National Institute of Allergy and Infectious 

Diseases to dramatically pare back U.S. 

HIV vaccine research by not renewing funding 

for two consortia, one of which he leads.
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The budget proposal would also 

end the Earth-facing instruments 

on the Deep Space Climate Observa-

tory and kill the space station’s Sage 

III instrument, which measures 

ozone, water vapor, and other gases 

in the atmosphere. And it would 

terminate the aging Terra, Aqua, and 

Aura satellites, each of which has 

operated for more than 2 decades, 

providing unprecedented insight 

into climate change with steady, 

well-calibrated instruments.

Beyond Earth, the proposal 

would cut short the Juno mission 

to Jupiter, which has revealed the 

gas giant’s interior structure and 

provided close-up views of its large 

moons. It would end New Horizons, 

a probe that has imaged Pluto and 

is now pushing into the Kuiper belt, 

a region of cold, icy objects that is 

deeper than scientists once thought. 

It would terminate the OSIRIS-

APEX mission, which is reusing a 

healthy spacecraft that collected 

samples from an asteroid to visit the 

near-Earth asteroid Apophis. And 

it would turn off several spacecraft 

orbiting Mars, including Mars Odys-

sey and Maven.

The budget plan would also shut 

down nearly every major science mis-

sion the agency has not yet begun to 

build. It would end the Atmosphere 

Observing System, a multibillion-

dollar series of satellites meant to 

study how pollution is changing clouds 

and storms—one of the main sources 

of uncertainty for future climate 

change. And it would terminate the 

Surface Biology and Geology mission, 

which would loft an instrument into 

space capable of dividing reflected 

light into more than 400 channels by 

wavelength. The relative intensities 

can be used to prospect for critical 

minerals and track forest and farm 

health. “It’s deeply unfortunate they 

don’t understand the greater value of 

an instrument like that,” says Anne 

Nolin, a remote-sensing scientist at 

the University of Nevada, Reno.

In the planetary science division, 

the administration would cancel 

the troubled $7 billion Mars Sample 

Return, a series of missions to col-

lect rock samples from Mars and 

return them to Earth, because it 

foresees human missions doing the 

job more quickly. It would also end 

two missions NASA has planned for 

Venus. One, called DAVINCI, would 

send an armored sphere parachuting 

through the venusian atmosphere to 

divine its elemental composition and 

sniff for evidence of recent volcanic 

activity on the surface. The other, 

Veritas, would use a radar to peer 

through the planet’s thick clouds and 

chart surface topography, revealing 

whether tectonic plates are active on 

its surface.

In the heliophysics division, the 

budget proposal would end plans 

for the Geospace Dynamics Constel-

lation, a swarm of six satellites that 

would measure interactions between 

the Sun and Earth’s magnetosphere. 

In astrophysics, work would con-

tinue on the Roman Space Telescope, 

a survey telescope as big as the 

current Hubble Space Telescope, but 

its development funding would be 

squeezed from $400 million to 

$156 million, potentially undermin-

ing plans to finish the spacecraft.

Also surviving in the request are 

missions that have just recently 

launched or are well into construc-

tion, including Dragonfly, an ambi-

tious rotorcraft that will explore 

Saturn’s large moon, Titan; and 

NISAR, a joint radar mission with 

India, launching this month, which 

would measure minute changes in the 

shape of Earth’s surface.

Stern, for one, is ready to take the 

fight for NASA’s future to Congress. “I 

believe these cuts will not stand,” he 

says. “I’m ready to take up that battle. 

And I know I’m in good company.” �

WHAT ELSE IS TRUMP PROPOSING?

Documents released on 30 May provided 

new details about the White House’s 

proposals to make deep cuts to research 

spending in the 2026 fiscal year that begins 

on 1 October. Most of the revelations 

concern NASA and the National Science 

Foundation (see stories, pp. 1009 and 

1010), but other plans also came into focus.

The Centers for Disease Control and 

Prevention (CDC) would see a 53% 

cut, to $4.3 billion, and its staff would be 

reduced by 43% to 7571, as most functions 

related to noninfectious diseases are abol-

ished or rehoused in a new Administration 

for a Healthy America. “For too long, CDC 

has grown beyond … core functions” such 

as disease surveillance, the request states. 

Infectious disease work also takes a hit: A 

$1.5 billion program aimed at preventing 

viral hepatitis, sexually transmitted infec-

tions, and tuberculosis is reduced to 

$300 million to support a new grant 

program “that allows states to have more 

flexibility” in spending such money.

Department of State funding for global 

health programs would drop by 62%, to 

$3.8 billion. Funding for the President’s 

Emergency Plan for AIDS Relief, one of the 

world’s largest anti-HIV programs, would 

fall 30%, to $2.9 billion, as part of a plan 

to phase it out. Funding for the President’s 

Malaria Initiative would be reduced by 45%, 

to $424 million, and ended for Gavi, the 

Vaccine Alliance and the Global Fund to 

Fight AIDS, Tuberculosis and Malaria, which 

this year received $300 million and 

$1.7 billion, respectively.

The National Institutes of Health’s 

budget would fall 40% to $27.5 billion, 

and its 27 institutes and centers would be 

consolidated into just eight or eliminated 

altogether. (On 30 May an appeals judge 

upheld a lower court ruling that blocked 

the reorganization plan, although that rul-

ing could be reversed.)

Funding for the Department of Energy’s 

(DOE’s) Office of Science would drop 

14% to $7.1 billion. The request essentially 

eliminates climate research as part of a 

plan to cut DOE’s biological and environ-

mental research programs by 56% to 

$395 million. Funding for applied research 

in DOE’s Office of Energy Efficiency and 

Renewable Energy would fall 74% to 

$888 million. — Adrian Cho, Jon Cohen, 

Sara Reardon, and Meredith Wadman

BUDGETMore than 40 missions would be canceled 

in a NASA budget proposal, including the 

Orbiting Carbon Observatory-2.
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I
n 2019, the National Institutes 

of Health (NIH) launched an 

ambitious global study to see 

whether people could avoid 

getting the tuberculosis-causing 

mycobacterium from an infected 

household member by preemptively 

taking a drug normally used to 

treat TB. The network running the 

project, called Advancing Clinical 

Therapeutics Globally for HIV/AIDS 

and Other Infections (ACTG), has 

already spent nearly $70 million of 

NIH’s money to enroll 5832 people 

from 31 sites in 13 countries where 

TB is prevalent.

But the study, known as PHOE-

NIx, is now facing a dire threat to 

its success—NIH itself. The agency’s 

controversial new policy on foreign 

funding, in combination with White 

House executive orders freezing 

or canceling federal grants and 

contracts to Harvard University and 

South Africa, has begun to shutter or 

dramatically curtail work at as many 

as one-third of ACTG sites, including 

22 contributing data to PHOENIx.

ACTG coordinates dozens of trials 

related to HIV, coinfections such 

as TB that often accompany it, and 

related complications such as heart 

disease. It’s one of four NIH-backed 

HIV clinical trial networks with 

global sites relying on “subawards” 

from a U.S. grantee. In a 1 May 

policy directive, NIH halted such 

subawards, saying it will instead re-

quire foreign collaborators’ funds to 

be awarded and tracked separately.

The agency, however, still has not 

described how foreign partners of 

U.S. groups can get such grants, only 

saying the process will be in place 

by the end of September. Nor has it 

explained to global networks such 

as ACTG how their foreign partners, 

many of whom had expected new 

NEWS
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INFECTIOUS DISEASES

NIH funding policy deals new 
blow to HIV trial networks
Halt to foreign “subawards” disrupts studies and compromises 
ethical obligations to trial volunteers SARA REARDON

MPOX OUTBREAK HITS SIERRA LEONE 

An explosive mpox outbreak has 

overwhelmed health systems in Sierra 

Leone and raised fears of wider spread 

in the region. The small West African 

country, population about 9 million, 

has seen more than 3000 cases since 

January and accounted for more than 

half of all new mpox cases in Africa over 

the past few weeks. 

Sierra Leone only has 60 beds in 

special treatment centers where mpox 

patients can be isolated, says Yap 

Boum, deputy lead of a team set up by 

the World Health Organization and the 

Africa Centres for Disease Control and 

Prevention to deal with mpox outbreaks 

on the continent. Vaccine doses are in 

short supply as well.

The virus belongs to clade IIb, a 

variant that circulated for several years 

in Nigeria before suddenly causing 

a global outbreak in 2022, primarily 

among men who have sex with men.  

But it appears to behave more like 

another variant, clade Ib, which has 

caused outbreaks in the Democratic 

Republic of the Congo and its neighbor 

Burundi the past year. Cases seem 

evenly split between men and women, 

and doctors are seeing many patients 

with severe disease, including lesions 

all over their body, not just the genitals. 

“We are still a bit puzzled by what is 

going on,” Boum says.

But some researchers say the 

new outbreak shows clade Ib and IIb 

may be more similar than previously 

believed, and that local factors may 

determine how these strains spread 

and the severity of the disease they 

cause. “Just because it’s happened 

one way in one place, doesn’t mean 

it’s going to happen that same way in 

another place,” says Anne Rimoin, an 

mpox researcher at the University of 

California, Los Angeles. 

University of Manitoba virologist 

Jason Kindrachuk, who co-authored a 

1 June preprint about the Sierra Leone 

outbreak, fears it could spread to 

neighboring countries. “We could see 

very rapid geographic expansion of 

IIb if we don’t really try and get things 

under control quickly,” he warns. 

—Kai Kupferschmidt

IN OTHER NEWS

The U.S. National Institutes of Health–funded PHOENIx study aims to prevent transmission 

of tuberculosis, which is especially common among miners in South Africa.
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subawards payments from NIH by 

1 June, can keep their trial sites run-

ning, both to preserve good science 

and fulfill ethical obligations to their 

volunteer trial participants. “We’re 

told that there’ll be a new system 

put in place, but we don’t have it, 

and until then, we have to figure out 

how to manage a very large number 

of sites and number of participants,” 

says Amita Gupta of Johns Hopkins 

University, one of the global chairs of 

PHOENIx.

Another blow to HIV trial net-

works came in April, when President 

Donald Trump’s administration shut 

down all NIH money going to Har-

vard, home to centers that manage 

patient data—including on safety 

issues—for ACTG and other networks. 

Worried that hundreds of millions of 

dollars and countless hours of work 

devoted to trials will now go to waste, 

ACTG leaders say they have written a 

letter to NIH Director Jayanta “Jay” 

Bhattacharya asking for help on the 

subaward policy. They’ve noted the 

ethical concerns if foreign trial sites 

have to close, but have not had an 

opportunity to meet with the agency’s 

senior leadership. NIH also didn’t 

respond to Science’s queries on the 

pending cash crunch for ACTG sites 

or similar situations elsewhere.

Clinical trial organizers say they 

are shuffling money to ensure all 

participants in ongoing studies can 

complete their courses of experimen-

tal treatment or at least be moni-

tored for potential health problems 

resulting from those treatments. But 

to find that money, ACTG and its 

members have already had to forgo 

other research activities, halt trial 

enrollment, lay off dozens of employ-

ees, shrink ongoing trials, and cancel 

at least six HIV-related trials that 

were scheduled to start this year. 

“We are doing everything we can so 

something bad doesn’t happen,” such 

as sites kicking participants out of 

a study prematurely, says incoming 

ACTG Vice Chair Joseph Eron of 

the University of North Carolina at 

Chapel Hill.

Two-thirds of ACTG’s research 

sites are safe for now because their 

subawards were renewed before May, 

but the remainder will run out of 

money this week. For South African 

researchers, the NIH policy and a 

February executive order blocking 

U.S. research money to the country 

are “a double whammy,” says Linda-

Gail Bekker, an HIV/AIDS researcher 

Sun’s dancing plasma snapped
Astronomers have captured the clearest images to date of the Sun’s outer 

atmosphere, known as the corona, showing plasma structures dancing and twisting 

in exquisite detail. Normally, turbulence in Earth’s atmosphere causes telescope 

images of this region to come out blurry. But in a Nature Astronomy paper published 

last week, scientists report using an adaptive optics system—which they liken to a 

“pumped-up” version of a camera’s autofocus—to remove this blur. The resulting 

videos reveal how solar prominences—large, bright arches extending outward from 

the Sun’s surface—are shaped by the star’s magnetic field, while also documenting 

the “coronal rain” of plasma that falls back toward the Sun’s surface as it cools. The 

new system could help crack enduring mysteries about the corona, such as why it is 

so much hotter than the Sun’s surface. —Phie Jacobs

at the University of Cape Town.

To pay for monitoring and treating 

clinical trial participants at its threat-

ened foreign sites, ACTG will tap its 

central, approximately $34 million 

NIH grant, which normally supports 

activities such as laboratory analysis 

and new trial design. For example, 

this central grant could help make up 

the shortfall for two ongoing ACTG 

trial sites in Thailand affected by 

the subaward policy, says Khuanchai 

Supparatpinyo, an infectious disease 

researcher at one of these sites, 

Chiang Mai University. “Although the 

funding limitation may affect our 

overall scientific research capacity, I 

would say that it will not affect our 

patients’ safety,” he says.

Bekker has already had to stop 

five studies testing ways to suppress 

HIV’s replication in an infected 

person because of the executive 

order’s funding freeze. She notes 

that trial participants sign onto the 

NIH-backed studies of experimental 

interventions with the understanding 

that the researchers would complete 

the work. “They put their bodies on 

the line and now you actually aren’t 

able to answer the question that was 

intended,” she says. NIH has indi-

cated it will still provide some funds 

to South Africa for trial participants’ 

safety, but has not made it clear how 

researchers can apply for them.

As the NIH foreign subaward 

policy threatens to close trial sites 

outside of South Africa, PHOENIx 

leaders are still trying to find ways to 

complete the study. “[NIH has] come 

up with a policy that’s making it re-

ally difficult to maintain the integrity 

of the trial, and we’re trying our very 

best,” Gupta says. “But if we can’t 

keep staff and the lights on, then 

we’re going to have some real waste 

and that will just be a total tragedy.” �

IN FOCUS
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A 
famous particle physics 

experiment has ended not 

with a bang, but a whim-

per. For nearly a quarter-

century, physicists with the Muon 

g-2 experiment had reported that a 

subatomic particle called the muon 

was more magnetic than predicted by 

the standard model, the well-tested 

theory that describes fundamental 

particles and their interactions. The 

discrepancy suggested new particles 

and forces might lurk on the horizon. 

However, this week the Muon g-2 col-

laboration presented its final results at 

Fermi National Accelerator Labora-

tory (Fermilab) and dashed those 

hopes: The muon’s magnetism exactly 

matches the latest theoretical results, 

released a week earlier. The discrep-

ancy vanished not because experi-

menters previously erred, but because 

the theoretical estimate changed.

“In the end, the g-2 experimental 

value is entirely consistent with 

the standard model,” says Aida 

El-Khadra, a theorist at the Univer-

sity of Illinois Urbana-Champaign. 

“I can’t say I’m not a little sad.” 

However, Sally Dawson, a theorist 

at Brookhaven National Labora-

tory, says the new results show how 

theorists and experimenters can 

independently determine a particle’s 

property to mind-boggling precision. 

“It’s a triumph.”

The muon is a short-lived, heavier 

cousin of the electron, and is mag-

netized like a little compass needle. 

To measure its magnetic strength, 

physicists fed muons moving at 

near–light-speed into a 14-meter-wide 

ring-shaped magnet with an exqui-

sitely uniform field, which causes the 

particles to run laps around the ring 

and twirl as they go.

The simplest analysis suggests a 

lone muon should twirl exactly as fast 

as it orbits the ring, so its magnetic 

pole always points in the direction 

it’s going. But quantum theory pre-

dicts that “virtual” particles popping 

in and out of the vacuum of empty 

space around the muon will boost its 

magnetism by about 0.1%, an adjust-

ment denoted by “g-2” in physicists’ 

equations. The extra magnetism 

causes the muon to twirl slightly 

faster than it orbits, roughly 30 times 

every 29 laps. Experimenters can pre-

cisely measure that precession—and, 

hence, the muon’s magnetization—by 

studying electrons emitted as the 

muons decay.

The Muon g-2 experiment first ran 

at Brookhaven from 1997 to 2001 and 

found the muon was more magnetic 

than predicted by 8.6 parts per billion. 

The tantalizing but not conclusive 

difference led scientists to lug the ring 

5000 kilometers by barge and truck 

from New York state to Fermilab, in Il-

linois, in 2013, so they could continue 

the measurements. The team released 

a result in 2021 that confirmed the 

Brookhaven result and another in 

2023 that was twice as precise.

Now, the team has upped its preci-

sion by another factor of two, measur-

ing the muon’s magnetism with a 

precision of 148 parts per trillion, 9% 

better than hoped. “Fifteen years ago 

we wrote down an ambitious goal,” 

says David Hertzog, a longtime col-

More than 1 trillion 

muons were loaded 

into this magnetic 

ring, in batches 

of 5000.
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Physicists’ best hint of something new vanishes
Long-running experiment concludes muon is no more magnetic than theory predicts ADRIAN CHO
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NEWS

W
ith brutal winters and 

poor soil, Michigan’s 

Upper Peninsula seems 

an unlikely place to 

grow crops. But researchers working 

with the region’s local Menominee 

tribe have uncovered evidence that 

Indigenous peoples in the area built 

a vast, sophisticated agricultural net-

work that yielded prolific quantities 

of corn, beans, and squash for 

6 centuries before Europeans arrived.

“The extent of these systems is 

quite amazing,” says archaeologist 

Susan Kooiman at Michigan State 

University, who wasn’t involved 

with the work, which appears today 

in Science (p. 1082). “This really chal-

lenges our preconceived notions about 

agriculture in the northern Great 

Lakes region.” Kooiman adds that the 

fields’ scale and sophistication surpass 

anything seen before in the pre-

Columbian eastern United States.

The work centered on the Sixty 

Islands site, an area just across the 

border from Wisconsin long associ-

ated with the Menominee people. 

“This special place tells us where 

we’ve come from and where we’re 

going,” says David Grignon, the 

tribe’s historic preservation officer 

and study co-author. The Menominee 

partnered with Dartmouth Col-

lege environmental archaeologist 

Madeleine McLeester and colleagues 

to survey the site with drone-based 

lidar, which uses lasers to map hid-

den surface features.

The researchers were stunned 

to find an intricate system of fields 

made up of long, low ridges span-

ning nearly 100 hectares. Excavating 

confirmed that farmers used com-

post and likely gathered rich 

soil from nearby wetlands to 

improve the land’s fertility. Radio-

carbon dates from charcoal showed 

these activities took place between 

1000 and 1600 C.E.

“The agriculture here is so much 

bigger and denser than what we 

see anywhere else in eastern North 

America,” McLeester says. With no 

sign of nearby large population cen-

ters, “these results blew our minds.”

She notes such ridges, between 

10 to 35 centimeters high, function as 

raised beds, retaining moisture and 

heat that provide for a slightly longer 

and more productive growing season 

than conventional fields. “There were 

no beasts of burden, so this was all 

done by hand,” McLeester says.

Diseases brought by Europeans 

devastated the communities who 

farmed these lands. After, forests 

grew and hid its agricultural legacy.

The ridges were of variable lengths 

and orientations, suggesting they 

were created by different groups 

rather than the result of a master 

plan. “This shows that you can have 

really significant changes to the land-

scape without chiefs or kings,” notes 

Michael Adler, an archaeologist at 

Southern Methodist University.

The ridges were in use during 

the Mississippian culture, which 

between 600 and 1400 C.E. produced 

the only pre-Columbian urban areas 

north of the Rio Grande. Although 

its heartland was around Cahokia, 

in today’s East St. Louis, Illinois, 

its influence reached at least as far 

as Aztalan, a large Mississippi-style 

settlement 300 kilometers south 

of Sixty Islands in today’s southern 

Wisconsin. Kooiman speculates that 

the ridges reflect the influence of these 

mound builders, and that the fields 

may have produced food to trade with 

the  copper-producing areas around 

Lake Superior.

Alder hopes lidar will be used to 

search for more traces of agriculture 

across the wooded areas of the Great 

Lakes as well as New York state and 

New England. Kooiman agrees. “We 

haven’t looked carefully enough 

and assumed that only complex 

societies could make these kinds 

of dramatic landscape changes.” 

She also notes that the Dartmouth-

Menominee partnership is an 

important model for future studies. 

“Such  collaboration is the future of 

American archaeology.” � 

ARCHAEOLOGY

Pre-Columbian Great Lakes 

farmers transformed the land 
Innovative techniques yielded corn, beans, and squash 
for 600 years before European contact ANDREW LAWLER

laborator at the University of Washington. “And 

this team beat that goal.”

But that measurement no longer disagrees 

with the prediction. In 2020, a team called 

the Muon g-2 Theory Initiative published 

an “official” standard model prediction that 

disagreed with the experimental result at the 

time. However, last week, just in time for the 

latest experimental reading, the initiative 

released a new value that now agrees with the 

measurements, old and new.

To predict the muon’s magnetism, theo-

rists must account for all the possible ways 

virtual standard model particles can affect the 

muon. Calculations involving particles called 

quarks are particularly thorny because they 

interact through the strong nuclear force, 

which is nearly intractable mathematically. 

In principle, researchers can use data from 

high-energy particle colliders to deduce those 

contributions exactly. But the data needed 

for one particular contribution aren’t entirely 

consistent—a problem worsened last year 

when physicists with an experiment called 

CMD-3 in Russia published data that dis-

agreed even more with previous data.

Meanwhile, theorists have been improv-

ing a computational technique that simplifies 

strong-force calculations by mathematically 

breaking up continuous space and time into 

a “lattice” of discrete points. After decades of 

development, multiple groups have produced 

lattice estimates for the particular quark 

contribution that are consistent and suffi-

ciently precise, says El-Khadra, who leads the 

theory initiative. So the theorists replaced the 

data-driven value with the one from the lattice 

groups, which changed the standard model 

prediction.

The move is a vindication for one leading 

lattice theory group, called the Budapest-

Marseille-Wuppertal (BMW) collaboration, 

which in 2020 had already suggested the data-

driven approach was wrong. “I’m very happy 

that the other lattice groups are confirming 

our results,” says Zoltan Fodor, a theorist at 

Pennsylvania State University and leader of the 

BMW group.

One group of experimenters isn’t ready to 

move on. Physicists at the Japan Proton Ac-

celerator Research Complex plan to perform 

their own g-2 measurement with a much 

smaller ring and fewer muons. “Ours is the 

only experiment that can test the Brookhaven-

Fermilab result,” says project leader Tsutomu 

Mibe, a physicist with Japan’s High Energy 

Accelerator Research Organization.

But that experiment will be less precise, 

predicts Lee Roberts, a physicist at Boston 

University, so the Fermilab result is “the 

end of the road.” A member of the Muon g-2 

collaboration from the start, Roberts, who is 

78, adds, “I never imagined I would spend the 

rest of my life on the same experiment. When 

you’ve got a good horse, ride it.” �
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wastewater treatment plant isn’t 

top on everyone’s sightseeing 

itinerary. But on a cloudless, 

breezy day in April, Agmed 

Weber, operations manager 

for the Walnut Creek plant—

which handles more than 

half of the sewage here in 

Texas’s booming capital 

city—is an enthusiastic tour 

guide. He marvels at the 

foresight of those who 

built the jumbo plant a 

half-century ago, when 

Austin was a  third of 

its current size. “They 

were really thinking 

about the future,” he 

says. Weber feels a similar pressure—to 

prepare for not only continued popula-

tion growth, but also a hotter future. 

Austin is “in a tight space where we need 

to think ahead,” he says.

The plant is dominated by vast 

outdoor pools in which microbes chew 

through waste until it is clean enough 

to return to rivers. But in one corner 

sit two large tanks and a series of 

purple pipes that route some of the 

treated wastewater back to the city 

to water lawns or flush toilets. Based 

on a climate study that predicts more 

severe droughts in Austin’s future, the 

city is planning, by 2050, to increase 

the amount of reused wastewater 

by more than 10 times, as part of 

a $1 billion expansion of the plant. 

“That program is going to grow expo-

nentially,” Weber says.

Like many cities around the world, 

Austin is now facing questions about 

how to build and adapt for a changing 

climate. A growing number of these 

cities—as well as insurance companies, 

home builders, and farmers—are turn-

ing to climate modelers for answers. 

But despite decades of effort, forecast-

ing how global warming will play out 

on a local scale remains a stubborn 

challenge, riven with uncertainty. 

There is little agreement on how best 

to convert climate models, which 

simulate the entire world at coarse 

resolutions, into the detailed local 

Projecting the local impacts of global warming
is a stubborn challenge. But cities need answers fast

PPrroojjeecting tthhee llocall iimmppaacctts off gglloobbaall wwaarrmmiinngg
is a stubborn challenge But cities need answers fast
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forecasts of temperature and rain-

fall that planners crave. Different 

methods lead to drastically different 

projections, especially in terms of 

rainfall—even when using the same 

climate model. “It really is a mess 

right now,” says Alex Hall, a climate 

scientist at the University of Califor-

nia, Los Angeles.

The problem has become more 

pronounced with the discovery that 

global climate models, good at the 

big picture, often miss local impacts 

that are already painfully evident. 

For example, despite nailing the 

overall pace and intensity of global 

warming, models did not predict 

the more frequent heat waves that 

are plaguing Europe. In order to 

make local forecasts, modelers must 

not only do the global-to-local 

conversion, but also adjust for these 

model biases. Tiffany Shaw, a 

climate dynamicist at the University 

of Chicago, calls this “the other 

climate crisis.” “The cat’s going to 

get out of the bag, and the question 

will be, what value does this 

information have?”

While  scientists fret about the 

limitations of their models, others 

are not as cautious. Dozens of firms 

have sprung up selling climate risk 

products, often promising unreal-

istic levels of detail, down to a city 

block. “It’s unfortunately closer to a 

Wild West scenario right now,” says 

David Lafferty, a climate scientist at 

Cornell University. “There is a real 

need to evaluate those products.”

But there is little time. City by 

city, county by county, decisions 

must be made about the capacity 

and resilience of infrastructure in a 

fast-approaching future that human-

ity has never experienced. Deep in 

the heart of Texas, reservoirs

need to be built and pipes need to 

be laid.

LOCATED IN THE DRY Texas Hill Coun-

try, Austin has always depended on 

the Colorado River for its water. Not 

that Colorado River, but rather the 

In 2011, a record 

drought dried up 

reservoirs in central 

Texas, raising fears 

that global warming 

will further stress 

local water supplies.
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Texas Colorado River, which slashes 

nearly 1400 kilometers through the 

state before emptying into the Gulf 

of Mexico. The Colorado  was a source 

of life, but also of hardship when it 

flooded or dried up. Finally, in the 

late 1950s, the state built a series of 

dams, creating reservoirs. One sits 

astride Austin’s downtown: a long 

placid lake lined with boardwalks, 

running trails, and the reflections of 

newly built high-rises.

The reservoirs made Austin more 

resilient but not impregnably so. 

From 2008 to 2016, the city suffered 

its worst drought since the 1950s. 

Reservoir levels dropped by two-thirds. 

Residents faced severe water-use 

restrictions, and farmers downstream 

lost billions of dollars’ worth of crops. 

It was a scary time, says Marisa Flores 

Gonzalez, who leads water resources 

planning at Austin Water, the city’s 

utility. “When you’re in the middle of 

a drought that’s very severe, you don’t 

know where the bottom is.”

Prompted by that drought, Flores 

Gonzalez and her colleagues wondered 

how much lower the bottoms might 

be in a warmer future. “We are a land 

of extremes,” she says. “We have to 

be prepared.” At the state level, Texas 

does not factor climate change into 

assessments of future drought risk, a 

policy that may reflect the dominance 

of climate-skeptical Republicans in 

its government. But Austin, the state’s 

leading Democratic stronghold, is 

under no such restriction.

Flores Gonzalez had studied the 

Texas landscape from an early age. 

As a teen, she helped her father 

with his small business, which used 

geographic information systems (GIS) 

tools to help energy and water utilities 

plan infrastructure. In college at the 

University of Texas (UT) at Austin, she 

first pursued an English degree. “I was 

going to be the next great Mexican 

American writer,” she says. Then the 

2008 recession hit, and she switched 

to geography. “I knew utilities. I knew 

GIS. And so I adjusted my plans.”

She joined Austin Water just as the 

city kicked off a study of its future 

water supply, an effort it calls Water 

Forward. The scientists who con-

tributed to the first report followed 

standard practice at the time. They 

took the outputs from 20 different 

global climate models (using only 

the most severe greenhouse gas 

emissions scenario—one now seen 

as implausible). They took tempera-

ture and rain measurements from 

local weather stations and adjusted 

them based on the projected climate 

change signal. Then they used those 

forecasts to estimate the key factor 

for water infrastructure: future flows 

in the Colorado near Austin.

In some ways, the projections that 

ended up in the 2018 report weren’t 

surprising: Austin would have more 

dry days, and on days when it did rain, 

it would rain more, reflecting the abil-

ity of warmer air to hold more water. 

Overall, annual flows on the Colorado 

in the last  2 decades of the century 

would be 30% lower than today’s.

But a few outliers among the 

20 models suggested that, because of 

extreme rainstorms, annual flows in 

some years could end up seven times 

today’s annual average—an Amazonian 

prediction that didn’t sit right with 

Flores Gonzalez and made her question 

the whole modeling process. Austin 

was preparing to be drier. But should it 

really prepare to be wetter, too?

WHEN YOU HEAR the phrase “cli-

mate model,” it’s tempting to think 

researchers have created a silicon 

simulacrum of the planet, down to 

the finest detail. But because of com-

putational constraints, most climate 

models simulate the planet coarsely, 

dividing the atmosphere and oceans 

up into gridlike boxes 100 kilometers 

wide or more. Using the equations of 

fluid dynamics, the models calculate 

how the atmosphere evolves as energy 

and moisture flow from box to box in 

discrete time steps.

Big picture, the models get a lot 

right: They’ve precisely charted the 

nearly 1.5°C rise in temperatures the 

world has experienced since the 

1800s, along with accelerated warm-

ing in the Arctic and over the conti-

nents. “The basic physics is sound,” 

says Timothy Palmer, a climate P
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Marisa Flores Gonzalez (top) led efforts in Austin, Texas, to use climate models to guide the city’s development plans, 

which include boosting the reuse of treated water from its Walnut Creek sewage plant (bottom). 
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scientist at the University of Oxford. 

But they do have stubborn biases, 

particularly when it comes to how 

winds and moisture flow around the 

planet. Those biases often emerge not 

from the equations of fluid dynamics, 

but rather the empirical codes used 

to handle processes, such as cloud 

formation, that the models can’t 

simulate directly.

Until recently, Shaw says, “we were 

making predictions of worlds we 

couldn’t see.” But with the warm-

ing so strong now, and with several 

decades of observations in hand, 

climate scientists can now identify 

model flaws by comparing their 

predictions with what has transpired 

in the real world.

Last year, Shaw co-led a workshop

that confronted the problem head on, 

leading to a paper this year in Science 

Advances that ran through a laundry 

list of the models’ failures. Not only 

did they fail to predict heat waves in 

Europe, but they also missed a cooling 

in the eastern tropical Pacific Ocean. 

They overlooked the strengthening 

of the North Atlantic jet stream in 

winter, which increases rain and snow 

in Northern Europe, and they also 

missed the more frequent occurrence 

of stalled high-pressure systems over 

Greenland, which bring sunny days 

and rapid ice melt. They failed to cap-

ture a cooling in the Southern Ocean, 

and they predicted that arid regions 

would get moister when they didn’t. “I 

really think this is a time of reflection 

and maturation,” Shaw says.

GIVEN THE MODELS’ limitations, 

many climate scientists eschew 

regional projections and think the 

even harder task of making hyperlocal 

predictions is a fool’s errand. 

But a whole field nevertheless arose 

to do just that. Like investigators in a 

crime procedural show who magnify 

a telling detail in a photo, somehow 

increasing its pixel density in the pro-

cess, these approaches aim to wring lo-

cal detail from a coarse global picture.

One way to do this “downscaling 

and bias correction,” as it is known, 

is by taking the output from a global 

climate model and feeding it into 

another model that covers a smaller 

area at high resolution. Such models 

can capture the details of storms and 

the way mountains affect weather, but 

because they still rely on input from 

the global models, they inherit biases 

that must be accounted for. And they 

are computationally expensive to run: 

A supercomputer that can run a global 

model would not have the power to 

simulate Texas alone at a resolution of 

10 kilometers.

A more common—and computa-

tionally cheaper—method was pio-

neered several decades ago by Andy 

Wood, a hydrologist at the National 

Center for Atmospheric Research. He 

took daily, local records of tem-

perature and precipitation, averaging 

them together to match the grid size 

of a global climate model and its 

monthly cadence. He could then com-

pare the historical records with the 

climate model to gauge the magni-

tude of the model’s bias. Finally, after 

adjusting the local records based on 

the model’s forecast for the region, he 

undid the averaging imposed at the 

start to create new high-resolution 

climate projections.

By now, these techniques have 

proliferated into a whole cottage in-

dustry of ever more complex statistical 

matching. But the complexity hasn’t 

brought certainty. Even when the 

same climate model is used for the 

exact same region, the adjustments 

can produce widely varying results, as 

Wood and others laid out in a study in 

Environmental Research Letters (ERL) 

in April. For example, one method pre-

dicts the Pacific Northwest should ex-

pect 90 millimeters of summer rain by 

2100; under another, that projection 

drops in half. For other parts of the 

United States, like the Rocky Mountain 

West, the choice of method can mean 

the difference between expecting more 

rain than the present—or less.

The adjustments can also wipe out 

any trends predicted by a climate 

model. Last year, Auroop Ganguly, 

a climate scientist at Northeastern 

University, and his colleagues applied 

a widely used downscaling and bias 

correction method to two different 

outputs: real climate model data 

and random noise. To their shock, 

the results were statistically indis-

tinguishable. Every lesson from the 

model was lost, they found in a study 

published in ERL. “All the science that 

goes into building these earth system 

models was rendered meaningless,” C
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Unwelcome surprises
Climate models are good at the big picture of global warming, but at a regional level they have blind spots. With decades of observations in hand, 

researchers can now identify local climate trends the models failed to predict.

1  Temperature
Europe has faced unexpected summer heat,
whereas the Southern Ocean; eastern, tropical 
Pacific Ocean; and U.S. Midwest have stayed 
cooler than predicted.

2  Rainfall
Models fail to capture rising rainfall in South 
America and Australia and drying in East Africa, 
Europe, and northern India.

3  Humidity
Because warmer air can hold more moisture, 
models predict rising humidity in many arid 
places. But such changes have not occurred in 
the U.S. Southwest and elsewhere.
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4  Winds

Unforeseen shifts in wind patterns have led to 
more stalled, sunny weather over Greenland. 
They have also strengthened the jet stream over 
the Atlantic Ocean and intensified storm tracks 

over the Southern Ocean.
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We still 
have no real 
confidence 
to determine 
that one 
downscaling 
method is 
better than 
another.
Andy Wood

National Center for 

Atmospheric Research
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Ganguly says. Adaptation planners 

and scientists in developing countries 

use the technique, so its shortcomings 

could have practical consequences. 

“The implications are really serious,” 

Ganguly says.

Wood has grown frustrated as 

downscaling methods have gotten 

more elaborate. “We still have no real 

confidence to determine that one 

downscaling method is better than 

another” at projecting future climate, 

he says. “At some point it becomes un-

palatable. It, to some extent, destroys 

confidence in the results.”

He also wonders whether the 

projections from global models, 

however coarse and unreliable, are 

good enough for practical purposes. 

“It may get you to the same deci-

sion for your infrastructure as if 

you went through that increasingly 

unpalatable process,” he says.

THE FIRST Austin Water Forward 

report was a tremendous learning 

experience for Flores Gonzalez, who 

now comfortably drops climate science 

jargon like “CMIP”—the acronym for 

the Coupled Model Intercomparison 

Project, of course. When city officials 

began planning a second report in 

2018, they wanted the best possible 

projections. They created an advisory 

group to provide real-time peer review 

of the process. And this time the city 

hired climate scientists at UT, includ-

ing Zong-Liang Yang and his graduate 

student at the time, Sabiha Tabassum.

Yang and Tabassum made several 

changes at the start. First, they used 

projections for high-, medium-, and 

low-emission futures, represent-

ing a broader spread in possibil-

ity. Second, knowing the different 

biases that existed, they didn’t treat 

every climate model as equally 

valid. Rather, they sifted through 35 

climate models and found the ones 

that best captured the Texas climate. 

This filtering led them to five mod-

els, from South Korea, Australia, and 

Europe. “We have high confidence 

they are giving the right results for 

the right reasons,” Yang says. 

All too often, local climate projec-

tions skip this step, says Douglas 

Maraun, a climate scientist at the 

University of Graz. “The key aspect is 

model evaluation.” Often researchers 

use the model they are most comfort-

able with, whatever it says—or they 

use a global suite of data that has 

already been downscaled. Such global 

data sets are particularly problematic, 

as rarely does one model handle ev-

erywhere in the world well, says John 

Nielsen-Gammon, the state’s climato-

logist at Texas A&M University. “The 

users of downscaled information typi-
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Statistical downscaling
By comparing GCM results for the past with weather station measurements, the model results can be adapted to a local region.

Bias

correction

Grid-scale predictions 
are “disaggregated” to 
match the resolution
of weather observations. 

Local area
prediction

Corrected model
prediction

Weather observations are averaged
across the GCM cell to enable comparison.

Prediction for a coarse GCM grid cell Uncorrected
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The mismatch between 
observations and past model 
predictions is used to adjust 
future projections.

1

1

Assumes correlations 
between historic 
weather and GCM do not 
change in the future

2

2

Different statistical 
methods produce 
different results.

WEAKNESSES

~100 km

~100 km

Regional climate models
Researchers can also obtain local predictions by feeding GCM results into a high-resolution regional climate model (RCM).

Output from a GCM feeds into 
the smaller grid cells of an RCM.

GCM model
future prediction 

By capturing details of the land surface, 
such as mountains and lakes, the RCM
can make more accurate projections.

Local results from the RCM must 
still be bias corrected using 
historical observations.

RCM fine-scale grid
Local area

within RCM grid

3
4

WEAKNESSES

3 Inherits GCM’s biases

4 Requires supercomputer, 
making it infeasible
for many users

Zooming into the future
Global climate models (GCMs), which divide the planet up into coarse grid cells, can project the world’s fate under global 

warming. But applying these results at the scale of a city or farm is a persistent challenge.

~100 km x 100 km

~10 km

~10 kmClimate prediction

But even a 100-kilometer grid cell 
is too coarse to make predictions 
that local officials want.

GCM grid cell Local area

For example, a GCM might predict 
average monthly rainfall for a grid cell* 
decades into the future.

*Grid sizes are not to scale.

Two main methods
(see below)

are used to translate
GCM results to local areas.

Both are fraught
with problems. 
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cally do not know what the strengths 

or weaknesses are.”

The UT team converted the models’ 

output into a regional forecast using 

standard downscaling and bias correc-

tion methods. But because the models 

tracked the region so well, Yang says, 

the corrections were relatively minor. 

After that, the data were converted into 

Colorado River flow, the numbers that 

mattered for Austin.

The results looked more plausible 

than before. The number of dry days 

increased, while rain grew concen-

trated into more severe storms. 

“But those extreme flows were less 

prevalent in this round than the last 

one,” Tabassum says. After integrating 

these projections with others, such as 

population growth, the team found 

that, in half of the scenarios consid-

ered, the city would begin to run out 

of water in 2070.

The new Water Forward report, ap-

proved by the Austin city council late 

last year, includes strategies to forestall 

that future. The city should drastically 

expand its use of reclaimed water in 

its distinctive purple pipes. It should 

encourage its residents to use less 

water. It should explore storing water 

in a dedicated underground aquifer 

for use during drought; it should add 

a backup reservoir, an existing lake 

previously used by a power utility; and 

it should study the possibility of de-

salinating groundwater. Finally, the 

report said, the city should prepare 

for true emergency scenarios where 

treated water from its sewage plant 

would be fed back into a reservoir and 

reused as drinking water.

In short, it said: The future is 

drier—and riskier—but still livable.

THE NEXT TIME AUSTIN—or any other 

city—sets out to forecast its climate 

future, it may have better tools. Last 

year, the National Oceanic and Atmo-

spheric Administration funded a proj-

ect co-led by Benjamin Kirtman, an 

atmospheric scientist at the University 

of Miami, to pit different downscaling 

techniques against each other, apply-

ing them to different climate models 

and seeing how the results diverge. 

“Do this over and over again and you 

can ultimately assess how well they 

work,” he says. His ultimate aim is to 

help develop the underpinnings of a 

climate projection service for wide use 

by local governments.

Later this year, Berkeley Earth, a 

California climate nonprofit previ-

ously known for its focus on historical 

climate records, will debut another 

approach, which it calls its Climate 

Model Synthesis. The project will 

take 40 global climate models and, 

for each region in the world, find 

the ones that best match histori-

cal observations. It will then use a 

machine-learning algorithm informed 

by Berkeley Earth’s high-resolution 

temperature record to downscale 

the results. The end result should be 

local, reasonably accurate projec-

tions that reflect “the breadth of 

uncertainty and expertise represented 

by the models,” says Robert Rohde, 

Berkeley Earth’s chief scientist.

Another route is to forgo downscal-

ing and bias correction and instead 

build global climate models at super-

high resolutions. That’s the drive at 

Destination Earth, an EU initiative 

costing more than €300 million that 

has now run prototype global models 

at a 5-kilometer resolution, using 

some of the world’s most powerful 

supercomputers. “The idea is to oper-

ationalize climate projections for the 

first time” by regularly updating these 

projects, says Irina Sandu, its director. 

“It’s creating a globally consistent 

map of downscaled information.”

But even with all its computing 

power, the team has only been able 

to complete projections out to 2040. 

And running the models multiple 

times to capture the spread of pos-

sibilities is prohibitively expensive. 

That’s why Sandu and others believe 

they will need to take advantage of 

the promising ability of artificial 

intelligence (AI) to emulate cli-

mate models and repeat their runs 

quickly—an approach that is already 

catching on for ordinary weather 

forecasting, with the European Centre 

for Medium-Range Weather Forecasts 

(ECMWF), the world’s leading fore-

caster, pioneering it.

ECMWF and Google, among others, 

have teams looking at how to use such 

advanced AI to entirely replace the 

downscaling done by high-resolution 

regional climate models. After train-

ing on a climate model, Google’s AI 

substitute proved particularly good 

at capturing compound extremes 

such as high heat and winds. “It 

allows us to really sample all the 

possible states of the atmosphere,” 

says Ignacio Lopez-Gomez, who led 

a Google study published in April 

in the Proceedings of the National 

Academy of Sciences. And the limited 

computation needed to run it could 

make its power widely available.

EARLY ONE MORNING back in down-

town Austin, Boyce Freitag descended 

into an underground concrete cistern 

the size of a large rowhouse. From a 

balcony, he looked onto the dark pool 

below. Light from a hole in the ceiling 

illuminated the grimy patina of the 

cistern’s walls. “Hope spiders don’t 

give you the skeevies,” he says. Origi-

nally built for a defunct power plant, 

the cistern found a purpose again last 

decade when Austin built its new cen-

tral library  next door. “This is where 

the magic happens,” adds Freitag, the 

library’s building manager.

The cistern collects rainwater from 

neighborhood storm drains, which is 

then pumped to the gleaming library 

to flush toilets. It’s just one example 

of where the city is going, Flores 

Gonzalez says. After the first Water 

Forward report, the city rolled out 

leak-detecting smart water meters to 

nearly every resident. And now new, 

large commercial buildings will be 

required to incorporate water reuse 

into their plans from the start.

Austin Water’s collaboration with 

the UT researchers will continue. 

Flores Gonzalez takes pride in their 

analysis of Austin’s future, but they 

still have more to do: They want to 

better understand just how much 

river flow could increase in future 

years when a warmer atmosphere 

delivers exceptional rainfall, for ex-

ample. But Austin knows enough to 

act, she says. “The next 10 years are 

going to be some of the most impor-

tant years in Austin Water’s history.” 

The adaptation can’t come soon 

enough. Several years ago, the city 

once again plunged into drought. 

And its bottom is still unknown. �

Although good 

at projecting global 

trends, climate 

models have missed 

regional phenomena, 

such as an uptick in 

clear-sky weather 

over Greenland that 

has exacerbated 

ice melt.
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How migrating marine megafauna 
tracks with conservation

Area-based conservation is not sufficient to protect the ocean’s most highly mobile species 

Leah R. Gerber1 and Katrina Davis2

D
espite growing global commitments to pro-

tect ocean biodiversity, conservation falls 

short in safeguarding the species most vital 

to ocean health. On page 1086 of this issue, 

Sequeira et al. (1) report an extensive data-

set representing 15,000 tracked marine megafauna and 

show that less than 8% of the area used by tracked indi-

viduals overlaps with designated marine protected areas. By identi-

fying specific, predictable areas that remain largely outside existing 

conservation frameworks, the authors propose important marine 

megafauna areas. As policy-makers rally behind ambitious targets, 

including the 30×30 goal—to protect 30% of the ocean by 2030—

and the United Nations High Seas Treaty, the findings of Sequeira 

et al. offer an empirical foundation to align conservation efforts 

with the movements and needs of highly migratory marine species.

Sequeira et al. systematically combined data from many 

disparate sources covering 11 million geopositions from 

nearly 16,000 animals across 121 species to get a global 

picture of the ocean space used by highly mobile marine 

megafauna—from whales to sharks to seabirds—revealing 

that 66% of the area they occupy predominantly functions 

as critical migratory corridors or residence areas. The data 

synthesis points to the tremendous potential of marine animal track-

ing data to inform conservation planning on an unprecedented scale. 

The study also highlights a persistent gap between data collection 

and its applications in policy. The authors adopted a retrospective ap-

proach, mapping species movements to infer conservation priorities, 

particularly through marine protected areas, where human activities 

are managed or restricted to conserve marine ecosystems, biodiversity, 

and cultural resources.  This strategy reflects a broader trend in conser-

Humpback whales 

can migrate for 

thousands of miles to 

different areas 

for breeding, calving, 

and feeding.
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vation science in which efforts often begin with gathering data rather 

than posing management-driven questions. As the world faces substan-

tial biodiversity challenges, future work should build on clearly defined 

conservation goals that are informed by rigorous science that links 

management actions to conservation outcomes. This could involve, for 

example, designing networks of marine protected areas or other inter-

ventions that protect species during life-history stages that are most 

critical to the growth rates of populations and long-term viability of the 

species (2, 3). Furthermore, aligning conservation goals to the techni-

cal, political, or economic feasibility of available management actions 

(4) can help prioritize and focus data collection to design interventions 

that most effectively address those objectives.

Although the focus of Sequeira et al. on marine protected areas is 

understandable given the prominence of this management strategy 

in policy-making, this emphasis can unintentionally oversimplify 

the diverse threats facing marine megafauna. Marine protected 

areas are a vital part of the conservation toolkit, but as Sequeira 

et al. indicate, they are not a panacea—especially for wide-ranging 

species that regularly traverse multiple government jurisdictions, 

such as gray whales, which migrate through regions governed by 

three countries (5). Effective conservation must account for the tim-

ing, location, and nature of interactions between these animals and 

threats such as bycatch, ship strikes, ocean noise, plastic pollution, 

and whaling (6). These problems are often addressed in fragmented 

ways that fail to capture the cumulative impacts that marine species 

face throughout their migratory journeys.

One illustrative example is whaling—one of the few ocean threats 

regulated at the global level. Although still a controversial topic, whal-

ing now contributes relatively little to overall human-caused mortality 

compared to other, less-regulated threats. Yet, most public discourse on 

whale conservation focuses on whaling activities. By framing whaling 

within a broader context of cumulative impacts, the conservation dia-

logue shifts to where the real problems are occurring, thereby focusing 

efforts on solutions that will maximize conservation impacts. Such an 

approach is equally relevant for other marine species that migrate over 

long distances, such as sea turtles, seabirds, and pelagic sharks.

The goal of the 30×30 initiative has galvanized international momen-

tum, yet its impact depends on clearly articulated outcomes. Rather than 

asking what percentage of habitat should be protected, the community 

might instead ask what level or kind of protection is needed to reduce 

extinction risk or to maintain the ecological roles of marine megafauna 

and which life stages or activities (e.g., migration or residency areas) 

should be targeted. Conservation goals should be grounded in these 

kinds of a priori predictions and measurable outcomes.

To realize such results, conservation planning must evolve to inte-

grate diverse datasets and assess the relative importance of different 

threats for each species or group—as well as incorporate information 

on how likely management actions are to achieve targeted changes (7). 

This approach would enable more strategic allocation of resources (8) 

and allow conservation efforts to focus on the most pressing drivers of 

decline. The important marine megafauna areas framework introduced 

by Sequeira et al. is a major step toward identifying key spatial overlaps 

between different species and human activities, also opening the door 

for more comprehensive analyses.

Mobility and migration data remain one of the neglected traits 

of macroecological studies, with a few exceptions that have been 

limited to the terrestrial realm. Yet, those terrestrial examples have 

provided key insights into the effects of human activities on animal 

performance (9), ecological processes (9), and biodiversity trends 

(10). The role of mobility and migration in the marine realm is likely 

more important for the ecology and evolution of species than on 

land, because movement is energetically less costly through water 

than through air (11). Connecting information on the functional and 

life-history traits of marine species with the rich tracking dataset 

from Sequeira et al. provides a timely opportunity to investigate 

how marine megafauna are responding to anthropogenic threats. 

Beyond identifying marine regions of high biodiversity or movement, 

determining how species interact with environmental and human 

threats should help identify feasible management actions. For example, 

how frequently do migratory species encounter bycatch hotspots, and 

which mitigation measures are most effective? Other questions sur-

round the effectiveness of mitigation measures and their expected eco-

nomic or sociopolitical costs. Another concern is the impacts of noise 

pollution and how those compare to, and intersect with, the effects of 

fisheries on marine megafauna. Adopting a threat-based framework (12) 

rooted in systematic decision-making not only informs where marine 

protected areas might be most critical but also informs complementary 

interventions—such as modifying fishing gear or implementing vessel 

speed reductions—that extend beyond protected zones.

Transparency around the intentions and outcomes of large-scale data 

initiatives is crucial. Long-term monitoring has often paved the way for 

unanticipated discoveries. However, without clearly defined goals prior 

to accessing such a rich resource, there is a risk of becoming sidetracked 

by exploratory analyses that may lead to less robust or spurious find-

ings. Substantial investment has gone into global marine animal track-

ing, and understanding what conservation gains have been or could be 

achieved is key. By ensuring that future efforts are targeted at areas or 

threats that cost-effectively improve species outcomes, rich datasets can 

be leveraged for tangible species protection, in addition to describing 

movement patterns.

The findings of Sequeira et al. provide a forward-looking change in 

marine conservation. Data must serve decision-making, not just docu-

mentation. Conservation strategies should be rooted in clearly defined 

goals, informed by threats, and measured by their past or expected suc-

cess in reducing harm to vulnerable species. Although the important 

marine megafauna areas framework offers a compelling spatial lens, its 

value will be maximized when drawing upon knowledge of individual 

species’ traits and life histories (13, 14) and combining this knowledge 

with a diverse suite of management tools that reflect the complexity of 

governing marine ecosystems (15).

The future success of marine megafauna conservation will depend 

on implementing targeted, scalable strategies that transcend political 

boundaries and address multiple stressors. With the work of Sequeira 

et al. as a foundation, it is time to embrace outcome-oriented, evidence-

based conservation—not just to meet targets, but to make a measurable 

difference for the ocean and its most iconic species. �
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BATTERIES

Keeping in contact with lithium
Sodium in the lithium anode promotes fast discharge in a solid-state battery Dominic Spencer-Jolly

S
olid-state lithium batteries are considered an attractive option 

for powering electric vehicles because of substantial improve-

ments in their energy storage capacity and improved safety. 

However, the interface between the lithium metal anode and 

the solid electrolyte is structurally unstable, which causes de-

terioration at the point of contact at the interface and ultimately battery 

failure, even at moderate rates of discharge. Preventing this contact loss 

during operation often requires applying an impractically high com-

pressive force to the battery cell (a high stack pressure). On page 1062 

of this issue, Yoon et al. (1) report that adding electrochemically inactive 

sodium to the lithium metal anode improves the interfacial contact, 

even under a low stack pressure. This could unlock a large-scale solid-

state battery capable of the fast discharge rates required for the accel-

eration of electric vehicles.

A thin layer of lithium is plated onto the anode during charging 

of a solid-state battery. By contrast, when a solid-state battery is dis-

charged, lithium atoms are removed from the surface of the anode and 

transported as lithium ions across the solid electrolyte. Each stripped 

atom creates a vacancy in the lithium metal anode at the interface 

with the solid electrolyte. To maintain interfacial contact, these vacan-

cies must diffuse through the anode away from the interface at a rate 

that is faster than formation of new vacancies; otherwise, vacancies 

accumulate at the interface and create empty pockets known as in-

terfacial voids (2). These voids reduce the interfacial contact area and 

cause current to focus at small areas during charging, which increases 

the local rate of lithium plating. This can trigger dendrite growth—

the formation of microscopic filaments of lithium metal that penetrate 

through the solid electrolyte, causing a short circuit—even when the 

rate of charging is relatively low (3).

The maximum discharge rate of a solid-state battery is thus deter-

mined by the rate of vacancy diffusion in the lithium anode. Fast diffu-

sion of vacancies enables a high rate of discharge without the formation 

of interfacial voids. To achieve this, a compressive force is often applied 

to a battery. A high stack pressure induces creep (time-dependent defor-

mation under a constant stress) in a lithium anode. This causes lithium 

to fill any vacancies along the solid electrolyte interface, preventing in-

terfacial voids from forming. However, stack pressures of 5 to 10 MPa 

are often necessary to enable modest discharge rates on the order of 1 

mA·cm–2 (3, 4). Although this is feasible for small laboratory-scale bat-

tery cells, it is impractically high for large-scale commercial batteries. 

Yoon et al. demonstrate a means to mitigate contact loss at the an-

ode–solid electrolyte interface without requiring high stack pressure. 

Adding 5 to 20% of electrochemically inactive sodium metal to the 

lithium anode prevented the emergence of interfacial voids. Instead 

of vacancies accumulating to form voids, sodium metal dynamically 

accumulated at the interface (see the figure). Because sodium has a 

lower yield strength (stress before permanent deformation) than that 

of lithium, the sodium domains deformed and elongated at the solid 

electrolyte interface to suppress void formation. The authors refer to 

this dynamic accretion of sodium as “interfacial morphogenesis” owing 

to its similarity to biological morphogenesis processes by which cells 

self-assemble into functional tissues. 

Interfacial morphogenesis observed by Yoon et al. hindered dendrite 

growth in a solid-state battery. Accumulated electronically conductive 

sodium metal at the interface distributed the current evenly across the 

interface at subsequent charging. This 

promoted homogeneous lithium plat-

ing and thus prevented the initiation of 

dendrite growth. The authors also dem-

onstrated long-term cycling (repeated 

charging and discharging) of battery 

cells under relatively low stack pres-

sures (2.5 MPa and lower). The finding 

is a substantial step toward developing 

a high-performance solid-state battery 

that can operate under commercially 

relevant stack pressure.

The findings of Yoon et al. comple-

ment a previous study that modified 

the surface of the solid electrolyte 

with an interlayer to mediate ho-

mogeneous stripping and plating 

of lithium layers (5). These two ap-

proaches (interfacial morphogenesis 

and interlayers) offer new pathways to overcoming instability at the 

anode-solid electrolyte interface and cycling of batteries under low 

stack pressures. However, contact loss at the cathode-solid electro-

lyte interface is equally important. A high stack pressure is also re-

quired for this interface to achieve long-term cycling stability (6, 7). 

Ultimately, preventing contact losses at both electrode-electrolyte 

interfaces without stack pressure will be a major step toward real-

izing commercially viable solid-state lithium batteries. �

REFERENCES AND NOTES

  1.  S. G. Yoon et al., Science 388, 1062 (2025).

 2.  T. Krauskopf, F. H. Richter, W. G. Zeier, J. Janek, Chem. Rev. 120, 7745 (2020).  

 3.  J. Kasemchainan et al., Nat. Mater. 18, 1105 (2019).  

 4.  M. J. Wang, R. Choudhury, J. Sakamoto, Joule 3, 2165 (2019). 

 5.  Y. G. Lee et al., Nat. Energy 5, 299 (2020). 

 6.  R. Koerver et al., Chem. Mater. 29, 5574 (2017). 

 7.  S. Puls et al., Nat. Energy 9, 1310 (2024). 

ACKNOWLEDGMENTS

D.S.-J. acknowledges support from the Royal Society (grant RGS\R2\242573).

10.1126/science.ady3208

School of Metallurgy and Materials, University of Birmingham, Birmingham, UK. 
Email: d.h.spencer-jolly@bham.ac.uk

Interfacial morphogenesis in a solid-state battery
Lithium atoms are stripped from an anode during discharge, creating empty pockets at the anode-electrolyte 

interface. Adding sodium to a lithium metal anode suppresses the formation of voids and helps maintain interfacial 

contact. Sodium domains can also hinder dendrite growth and promote uniform lithium plating during charging.cha ingngng.ng. lithium plating durium plating duriplating duriting during charginng charginng charginng charginowth and promote uniformcontact Sododt. Sood mai  al hinder dendrite dedium domaidium domaidium domaidium domaimains can also hinder demaimaimaimains can also hinder dens can also hindermains mains ns can alsmains 

Sodium 

accumulation

Lithium ion flux

Current
collector

Lithium
anode

Solid
electrolyte

Sodium
metal

Charge

Lithium
plating

Discharge

G
R

A
P

H
IC

: 
N

. 
B

U
R

G
E

S
S

/
S

C
IE

N
C

E



1025Science 5 JUNE 2025

BIOMEDICAL SCIENCE

Nanowires replace lost retinal cells
Tellurium nanowire networks could open up new avenues for artificial vision Eduardo Fernández1,2,3,4 

D
iseases caused by retinal degeneration are major causes 

of irreversible vision loss worldwide (1). These disorders 

are characterized by the progressive loss of photorecep-

tor cells (rods and cones) in the retina, the light-sensitive 

layer at the back of the eye. However, the other neurons 

in the retina, including bipolar, amacrine, horizontal, and retinal 

ganglion cells, often remain largely functional, preserving the con-

nection to the visual cortex via the optic nerve. Retinal prostheses 

aim to provide a useful visual sense by artificially stimulating these 

surviving retinal neurons (2), but most systems    face challenges that 

include a need for an external power supply 

and limited stimulation of retinal neurons. 

On page 1041 of this issue, Wang et al. (3) 

present a retinal prosthesis composed of tel-

lurium nanowire networks (TeNWNs), which 

addresses some of these limitations while also 

responding to a broader range of the electro-

magnetic spectrum than rods and cones.

Vision impairment represents a substantial 

global health challenge. Although clinical ap-

proaches based on gene therapy and stem cell 

therapy, as well as several innovative thera-

peutics, are becoming available (4–6), there 

is no treatment for many causes of blindness. 

The number of individuals experiencing blind-

ness and visual impairment owing to aging 

and pathologies such as retinal degenerative 

diseases is expected to rise (1). Therefore, nu-

merous research groups worldwide are explor-

ing alternative strategies for improving visual 

function in these patients (2, 7), with varying 

degrees of success (8).

Visual prostheses aim to restore some de-

gree of sight by using implanted electrode 

arrays—commonly made from platinum, plat-

inum-iridium alloys, gold, titanium nitride, 

or iridium oxide—to electrically stimulate 

surviving neurons along the visual pathway, 

thereby generating visual percepts known 

as phosphenes (9). Because blindness is usu-

ally of retinal origin, many approaches have 

focused on the retina as a site for stimula-

tion. These devices typically bypass the dam-

aged or degenerated photoreceptor cells 

and target surviving neurons within the retina, primarily bipolar 

cells (subretinal implants) or retinal ganglion cells (epiretinal im-

plants) (10). Usually, a camera mounted on glasses captures the 

surrounding visual scene and uses radio signals to transmit the 

information to the implant.  Nevertheless, despite initial promis-

ing results, the performance of retinal implants has fallen short 

of expectations, ultimately leading to their withdrawal from the 

market (11). The reasons are complex and include limited resolu-

tion, difficulties in user adaptation, and challenges in marketing. 

 Furthermore, the surgery needed to implant these prostheses is 

intricate, and the devices face challenges related to their long-term 

biocompatibility (interactions with the eye tissues), reliability, 

and stability (2).

To overcome the limitations of existing retinal prostheses, ad-

vanced materials, including several types of nanoparticles, carbon 

nanotubes, graphene, quantum dots, and organic semiconductors, 

have been proposed (12, 13). Wang et al. used TeNWNs to build a 

subretinal prosthesis for the conversion of incident light into effi-

cient photocurrents. These nanowires range from approximately 10 

nm to several hundred nanometers in diameter, with lengths from 

hundreds of nanometers up to tens of micrometers. Their opto-

electronic properties result in substantial photovoltaic conversion, 

which generates electrical currents in response to both visible and 

infrared light (see the images). This ability is potentially advanta-

geous for vision restoration because near-in-

frared light has deeper tissue penetration and 

higher safety thresholds than visible light (14). 

To evaluate the safety and efficacy of this ap-

proach for transmitting light signals and elic-

iting visual behaviors, Wang et al. implanted 

TeNWNs in the subretinal space of mice and 

nonhuman primates. This narrow anatomical 

space is located beneath the retina, between 

the photoreceptor layer and the retinal pig-

ment epithelium. The implants were main-

tained for up to 60 days in mice and up to 

112 days in nonhuman primates and showed 

good biocompatibility during this time, al-

though longer-term biocompatibility studies 

are required. The authors observed robust 

retinal ganglion cell responses in blind ani-

mals with TeNWN implants when stimulated 

with a customized laser projection system us-

ing  visible and near-infrared light , and these 

responses propagated to the areas of the brain 

that process visual information. Additionally, 

these animals showed an improved ability to 

localize light sources and perform simple pat-

tern recognition tasks compared with nonim-

planted control animals.

The technology developed by Wang et al. 

shows promise as an effective approach for 

restoring vision by replacing damaged photo-

receptors with TeNWNs, eliminating the need 

for additional power supply modules. Further-

more, it enables the addition of infrared pho-

tosensitivity without apparently disrupting 

normal vision. Nevertheless, further research 

is necessary before it can be used clinically. For example, the pro-

posed approach preserves some of the signal-processing capabilities 

of the retina, but changes in the retinal network during continuing 

degeneration may affect this processing, potentially leading to a de-

cline in the implant’s effectiveness over time (10). Moreover, despite 

the ability of TeNWNs to generate large photocurrents, laser irradia-

tion is still necessary to activate them. Thus, achieving sufficient 

sensitivity for function in normal daylight without external devices 

remains a challenge. In addition, implanting TeNWNs involves cre-

ating a local retinal detachment followed by a small retinal incision 

to insert the device into the subretinal space. Performing this proce-

dure in fragile, diseased retinas poses a substantial challenge owing 

to the risk of retinal detachment, fibrosis, and scarring.

Despite achieving regulatory milestones and demonstrating 

Tellurium nanowire networks generate a 

voltage response (red) to a triangular (top) and 

circular (bottom) laser pattern. 
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some functional benefits, visual prosthetic devices avail-

able now do not yet provide a sufficient level of visual 

improvement to consistently outweigh the associated 

costs, surgical risks, and intensive rehabilitation required 

for widespread patient acceptance and market success. 

Therefore, the long-term success of these technologies 

depends on developing cost-effective solutions and en-

suring their availability to a broader range of patients. 

As the field evolves, establishing rigorous, standardized 

criteria for device indications, patient selection, and the 

optimal timing of implantation for each individual will 

be fundamental. It will also be important to consider the 

ethical implications surrounding these technologies, es-

pecially their use, accessibility, long-term consequences, 

and safety (15). The ability of these devices to detect light 

outside the human visible spectrum also warrants consid-

eration. However, translating this information into mean-

ingful and usable visual percepts, rather than just abstract 

patterns or signals, remains a formidable challenge.

The methodology developed by Wang et al. offers the po-

tential for developing a new generation of devices capable 

of converting light into neural stimulation signals and re-

storing limited but useful vision to many blind individuals. 

However, considering previous negative experiences with 

other retinal prosthesis approaches, it is necessary to avoid 

creating unrealistic expectations that could adversely af-

fect the advancement of these technologies. �
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The complex role 
of brain cilia 
in feeding control
Variants in a ciliary receptor are 
associated with obesity

Anushweta Asthana and Peter K. Jackson

O
besity is a complex polygenic disease that stems from mis-

functions in cellular signaling pathways that govern 

energy balance, appetite control, and inflammation. 

Genome-wide association studies (GWASs) for obesity-

related genes have identified a growing list of mutations 

in genes that encode G protein–coupled receptors (GPCRs), a large 

family of cell surface receptor proteins that detect many metabo-

lites and hormones to regulate physiology. Several of these GPCRs 

localize to primary cilia, which are tiny microtubule-based cell 

membrane protrusions. On page 1042 of this issue, Xun et al. report 

obesity-associated alleles of G protein–coupled receptor 45 (GPR45) 

in mice. They found that GPR45 is localized to primary cilia in neu-

rons within a key brain feeding control center, the paraventricular 

nucleus of the  hypothalamus (1). GPR45 thus joins a complex bri-

gade of neural GPCRs that regulate feeding and is poised to become 

part of the armamentarium of druggable receptors now actively 

helping patients control obesity. 

Primary cilia are found in most tissues, including the brain and 

many endocrine glands. They act as antennae that amplify the 

signaling of highly localized GPCRs, thus propagating sensory, 

hormonal, and metabolite signals to many tissues that mediate 

metabolism (2). Inherited mutations in components of the ciliary 

machinery contribute to obesity, diabetes, and multitissue ciliopa-

thies, notably in Bardet-Biedl syndrome, an inherited disorder that 

presents with high body-mass index (BMI) and diabetes (3). Simi-

larly, mice bearing a mutation in the Tub gene (tubby mice) have 

disrupted GPCR trafficking to cilia and obesity (4). However, many 

molecular details of how ciliary GPCRs regulate feeding control and 

energy expenditure remain unclear. Notably, cilia integrate oppos-

ing orexigenic (or obesogenic) and anorexigenic signals, suggesting 

that they do not simply mediate “on” and “off” signals but fine-tune 

metabolic messaging. Mutations in cilial components disrupt the 

balance of these feeding controls.

Hyperphagia (excessive eating) is linked to genetic or pathophysi-

ological defects in hypothalamic feeding centers, including the para-

ventricular nucleus, which is located at the base of the brain around 

the third ventricle. This region borders the blood-brain barrier, 

which receives circulating endocrine signals that make contact with 

hypothalamic neurons to control food intake (5). After a meal, me-

tabolites, including glucose and fatty acids, and endocrine signals 

released from the gut and pancreatic islets [e.g., peptide YY (PYY) 

3-36 and insulin] accumulate in serum and then in cerebrospinal 

fluid. In humans, these signals typically require around 20 min to 

reach the brain and activate anorexigenic signals, corresponding to 

“feeling full” after a meal. 

Multiple ciliary GPCRs work in a coordinated fashion to promote 

satiety and suppress overfeeding. These include the ciliary melano-

cortin-4-receptor (MC4R), which responds to anorexigenic melano-

cortins produced in the brain, and neuropeptide Y receptor type 2 

(NPY2R), which responds to PYY 3-36 produced in pancreatic islets 
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and the gut . After feeding, brain-derived melanocortins activate the 

MC4R, which then activates the G protein Gas  (GNAS). GNAS stimu-

lates adenylate cyclase 3 (ADCY3), a ciliary enzyme that catalyzes 

production of cyclic adenosine monophosphate (cAMP). Ciliary 

cAMP propagates downstream signals, which ultimately modulate 

neurons to control feeding behavior. Mutations in the genes encod-

ing MC4R, GNAS, and ADYC3 are among the most common genetic 

variants linked to obesity (6, 7). In patients with Bardet-Biedl syn-

drome or in tubby mice, ciliary GPCRs in hypothalamic neurons 

fail to localize to cilia and thus do not activate neuronal signaling 

pathways that usually block feeding (4). Many patients with rare 

genetic lesions in ciliary components also exhibit 

hyperphagic obesity.

To identify additional genes involved in feeding 

and metabolism, Xun et al. performed a chemical 

mutagenesis genetic screen in mice (1). Notably, 

they identified two obesity-associated missense al-

leles of the gene encoding GPR45 (Gpr45), which 

mapped to amino acid substitutions Ser to Pro at 

residue 214 and Tyr to Cys at residue 287. Further 

mouse experiments established that obesity was 

caused by overfeeding. Mice with genetic deletion 

of Gpr45 (Gpr45—/— mice) were also obese and 

hyperphagic. The authors observed that GPR45 is 

highly expressed within the  hypothalamus. They 

also found that the obesity-associated missense 

mutations in Gpr45 prevented ciliary localiza-

tion of the receptor and that GPR45 transport to 

primary cilia requires the tubby-related protein 3 

(TULP3), the central controller of GPCR traffick-

ing. To understand how GPR45 modulates signaling, the authors 

showed that GPR45 expression increases the amount of ciliary GNAS 

in mice and in cultured cells. In cells, GPR45-dependent transloca-

tion of GNAS from the cytoplasm to cilia also increased the amount 

of ciliary cAMP. Crossbreeding the Gpr45—/— mouse line with a line 

bearing a loss-of-function variant of Adcy3 did not enhance obesity, 

suggesting that the two regulators are not independent and thus 

work in concert.

The GPR45-ADCY3 circuit is coregulated with other receptor 

signaling pathways, notably the MC4R-ADCY3 pathway. Xun et al. 

found that overexpression of GPR45 in cell culture was sufficient to 

activate ciliary MC4R, suggesting a link between these pathways. 

Nonetheless, MC4R agonists were still able to suppress feeding in 

Gpr45—/— mice, suggesting that a strong agonist can bypass cou-

pling between the receptors. Further work is needed to understand 

the cross-talk among these and other obesity-related receptors. The 

endogenous ligand of GPR45 is unknown, but identifying this mol-

ecule could facilitate the development of GPR45 agonists  as obesity 

therapeutics.

Nonciliary GPCRs, including the leptin receptor (LEPR), also lo-

calize to the hypothalamus and other tissues to control both feeding 

and metabolism. The amount of leptin released increases in pro-

portion to stored fat mass to limit obesity (8). The hormone gluca-

gon-like peptide-1 (GLP-1) is also a key regulator of obesity: GLP-1 

receptor (GLP1R) agonists are now a central therapy for diabetes 

and obesity worldwide (9). GLP-1 is released from the gut after feed-

ing and binds to GLP1R in the gut, pancreas, and brain, which stim-

ulates food movement, insulin secretion, and anorexigenic signals, 

respectively. How GLP1R and other GPCRs coordinate feeding is un-

clear. Moreover, additional receptors and ligands that affect feeding 

are still being identified. A human GWAS study linked missense mu-

tations in the gene encoding G protein–coupled receptor 75 (GPR75) 

to reduced BMI (10). GPR75 deletion confers reduced food intake 

in mice; this receptor is normally  selectively ciliary in neurons (11). 

The GPR75 ligand or ligands remain unknown.  Another study found 

that after exercise, glycolytic production of lactate drives the syn-

thesis of a circulating lactate-phenylalanine conjugate, a potent ap-

petite-suppressing signal (12). Here, it is the receptor that remains 

unknown. Receptors for serotonin, dopamine, and somatostatin 

also populate cilia in the hypothalamus and may affect feeding (2). 

The emerging model is that the hypothalamus integrates input 

from nutrient sensors, smell and taste sensing, and hormone sig-

nals from fat, pancreas, and gut to regulate feeding control and 

energy expenditure. How these various systems are coordinated 

remains unclear, but disruptions in cilia appear to affect multiple 

GPCRs and tip the balance toward hyperphagia and obesity. Un-

derstanding the molecular mechanisms for cross-

talk among GPR45, GPR75, MC4R, LEPR, NPY2R, 

and lactate-phenylalanine, as well as fatty acid and 

glucose sensing, will be critical to advance both 

discovery biology and engineering of targeted 

therapeutics. As understanding of this repertoire 

of signals progresses, developing bifunctional or 

multifunctional molecules that target multiple 

satiety GPCRs may extend the range and efficacy 

of presently available GLP1R drugs. For example, 

adding GPR45 agonist or GPR75 antagonist activ-

ity to these GLP1R agonists may create improved 

therapies. Dual  agonists combining GLP1R with 

other GPCRs have already shown improved effi-

cacy in obesity.

The original target and therapeutic hypothesis 

for GLP1R agonists was to accelerate insulin se-

cretion from pancreatic b cells to treat diabetes. 

Findings suggest that ciliary GPCR signaling also 

directly stimulates insulin secretion from b cells and drives adipo-

cyte stem cell differentiation to create new healthy fat cells (13–15), 

which is critical to limit inflammation and diabetes. Thus, the same 

ciliary gene lesions that affect feeding may also cause reduced insu-

lin secretion and adipose tissue defects, both key drivers of diabe-

tes. By creating therapeutics for relevant ciliary GPCRs, antiobesity 

effects could potentially be combined with important antidiabetic 

improvements, providing essential therapies for metabolic disease. �
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CRITICAL MINERALS

A global minerals trust could prevent inefficient 
and inequitable protectionist policies
Critical mineral supply and demand require global coordination to reduce market volatility and conflict risk

Saleem H. Ali1,2,3, Daniel M. Franks2, Jose A. Puppim de Oliveira4,5,6, 

Kaveh Madani3, Owen Gaffney7,8, Eva Anggraini9, Leonard 

Wantchekon10,11, Xianlai Zeng12

T
he global transition to sustainable energy and infrastructure 

faces a critical challenge: ensuring equitable access to essen-

tial minerals while also providing fair and stable income for 

mineral suppliers and mitigating the serious risk of resource 

conflicts. As demand for critical energy transition minerals 

[defined by the United Nations (UN) as those necessary for renewable 

energy technologies] surges, their uneven distribution risks heighten-

ing geopolitical tensions and the potential for supply chain disruptions. 

With critical minerals likely to generate considerable discussion at the 

meeting of G7 countries this month, we propose a Global Minerals Trust 

to address these challenges, incentivize cooperative resource manage-

ment for the green transition, and disincentivize the formation of car-

tels. The Trust would serve as a neutral steward or broker ensuring fair 

prices for both mineral suppliers and consumers, discouraging a rush 

toward inefficient new mines, and supporting developing countries 

with technical assistance to sustainably expand mineral industries. 

Under normal trade practices, firms seeking to sell and buy minerals 

can negotiate ad hoc bilateral deals. But the need for the trust arises be-

cause countries with resource supply and those with resource demands 

may have geopolitical differences that prevent normal trade practices 

of comparative advantage from being realized. Buyers’ and sellers’ 

freedom to engage one another is constrained, for example, by nations 

imposing export regulations, sanctions, or tariffs. The current trust 

deficit between the United States and China is emblematic of tensions 

around mineral supply chains. The geographical concentration of these 

minerals and their processing in China and a handful of countries has 

raised concerns about supply security and potential resource national-

ism. Geopolitical tensions over access to minerals in locations such as 

Greenland and Ukraine have led to bilateral dealmaking that might not 

be anchored in constraints of economic geology or market efficiency. 

If optimally efficient options are foreclosed by geopolitical constraints, 

resulting deals will focus on poorer ore bodies that can require more 

energy and cause more environmental and societal harms to exploit. 

Environmental and social impacts of mining have led to localized con-

flicts, which can also constrain supply.

By contrast, a trust is a resource-sharing mechanism, subject to col-

lective governance and coordination rather than an ad hoc bilaterally 

driven approach, to hold assets for the fair use of beneficiaries who 

might otherwise feel compelled to compete over them. Trusts can work 

best where commodities are nonperishable, traceable, and tradable, 

and thus can be highly appropriate for minerals. The Trust mechanism 

serves the purpose of an exchange for buyers and sellers that can en-

able sovereign entities to sell and purchase in a competitive market, 

while promoting fair access to minerals for broader humankind. This 

approach offers several benefits to mineral-producing nations, includ-

ing stable and predictable demand for their mineral resources and ac-

cess to a global market with fair pricing mechanisms. 

The Trust also serves the cause of resource justice concerns by helping 

to provide a transparently managed trading platform for commodities 

needed for the green transition. Where producing countries also have 

demonstrable domestic demand for existing downstream industries for 

these resources, they would of course have the right to prioritize reten-

tion of the minerals for their own use. Exceptions can also be made for 

downstream products being developed for domestic vertical integration 

of green technology that would ultimately reach global markets.

Some constituents may interpret the Trust as an erosion of some na-

tional decision-making power, yet there is ample precedent for com-

modity flows being monitored and regulated for global environmental 

benefits, as exemplified by International Tropical Timber Agreements. 

Mineral laws in most countries already recognize state property rights, 

a form of collective citizen ownership rather than individual property 

rights. Individual benefit can still ensue from collective ownership by 

the state. The Trust extends the same logic of state ownership with a 

planetary mandate but ensuring that benefits accrue to the citizens 

from where the resource is extracted. Sovereignty is most directly en-

shrined in ownership of the resource itself and the ability to benefit 

from its use and sale. This would not change; there would simply be 

assurance of supply. Mediating trade through a trust would avoid con-

straints of bilateral tensions between nations.

Countries opting into the Trust retain the rights to develop particular 

projects, which are subject to national laws and permitting decisions 

and would be developed either by private or public entities. Initially the 

sale of minerals through the Trust could be limited to existing mines, 

refineries, and recycling facilities. However, with pooled development, 

funding new projects could also be motivated by the Trust in ways simi-

lar to how countries like Japan have undertaken the Japan Organiza-

tion for Metals and Energy Security at a national level. 

NATURAL RESOURCE TRUSTS
The Trust draws inspiration from the concept of a “common heritage 

of humankind” (1), which has been invoked for minerals within inter-

national waters under the UN Convention on the Law of the Sea but 

remains consistent with the concept of Permanent Sovereignty Over 

Natural Resources as enshrined in UN General Assembly (resolutions 

from 1962 and the World Charter for Nature in 1982 (2). The Trust also 

resonates with the emerging governance concept of a “planetary com-

mons” that has recently been considered by the Earth Commission (3). 

Conceptualizations of a “planetary trust” date back to the work of 

international law scholar Edith Brown Weiss. A planetary trust, in her 

view, would consider humanity as a trustee for nature, responsible for 

sustainable use of resources as well as to improve physical and systems 

efficiency involved in resource extraction. Later, Weiss’s ideas were con-

sidered in rulings by the International Court of Justice pertaining to 

natural resource usage and environmental decline. At the national level, 

India has noted language related to a trust in its National Minerals 

Policy: “natural resources, including minerals, are a shared inheritance 

where the State is a trustee on behalf of the people” (Clause 10, p. 11) (4).

Ecological economists in Vermont used this idea to move the state 

legislature to form a Common Assets Trust that would manage re-

sources such as groundwater and timber to ensure overall sustainable 

POLICY FORUM
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outcomes and financial dividends for state citizens from their use (5). 

This remains an active area for policy innovation at the local level for 

benefit sharing of natural assets. Although financial benefits of a miner-

als trust would accrue to the source country, the material infrastructure 

benefits of green technologies would accrue to the planet at large.  

The Trust’s architecture builds on the work of Nobel laureate Elinor 

Ostrom, who identified principles for creating trust among diverse 

groups with competing interests in order to sustainably manage com-

mon pool resources (6). The Earth Systems Governance project over 

the past two decades has suggested that new institutions such as re-

source trusts could lead toward “Earth Systems Law” that considers 

inherent interdependence between national and international law on 

key planetary issues. The notion of “subsidiarity” which underpins the 

sovereignty sharing arrangements of the European Union (EU) and rec-

ognizes the value of environmental directives across borders is a proto-

type of such a system (7).

Another way to conceptualize natural resource trusts is through the 

notion of a “Commonwealth.” This concept, with roots in resource distri-

bution and equity, has been explored in the context of mineral resources 

(8). The United Kingdom has also explored ways of better cooperation 

on mineral supply through the proposal of a Critical Minerals Markets 

Information System. Such a program could facilitate the informational 

management of a Minerals Trust. Sharing geological data to ensure that 

mining is targeted toward the most environmentally and economically 

efficient sites, as well as support for developing countries in these mech-

anisms, could be features of the Trust’s management platform.

Through the Trust mechanism, countries are simply providing as-

surance to have this resource available, with the support of a reliable 

capital accounting system, for sale at a fair market price for a planetary 

need of the global commons. This concept could also help operational-

ize the idea for a nationally determined contribution (NDC) framework 

for energy transition minerals that has also been proposed to emulate 

the decarbonization NDC under the climate change convention (9). 

Countries contributing minerals for sale through the Trust could also 

receive additional development incentives, such as fair access to the 

mineral-based products made from their minerals. They could also ne-

gotiate the NDC in accordance with their own domestic needs for spe-

cific infrastructure to maintain resource sovereignty.

In many ways, a planetary trust for minerals would be similar to an 

asset protection trust whereby an asset-holder would assign their as-

sets to a third-party trustee to manage but would still be able to reap 

the benefits from any financial transactions from their rent or sale. As-

sets in such a trust are also insulated from potential national financial 

crises and creditors. The beneficiaries are the mineral producers (state 

or private mining companies), and the trustees are the countries that 

both produce the minerals and create the green technologies that need 

access to those minerals. The functioning of the minerals market could 

certainly include recycled materials and aspire to a circular economy, 

including the option to lease metals and thereby have inherent incen-

tives for product reuse and takeback. However, in many industries re-

quiring a new metallic constituent that was previously not in use, such 

as for lithium, recycling simply won’t be viable for at least two or more 

decades, as there are few stocks of the manufactured products available 

for such circularity to come to immediate fruition.

OPERATIONAL DYNAMICS OF THE TRUST

Currently, mineral sales are ad hoc transactions that are undertaken 

through corporate transactions of purchase and sale but subject to im-

port and export regulation. A trust would streamline these transactions 

by providing a level playing field of transactional regulations agreed to 

by the trustees. Green technology producers would pay the commodity 

market price, which itself will likely get more stabilized owing to the 

stockpile that is built into the architecture of the trust. Trustees would 

ensure that the necessary minerals are sold to green technology pro-

ducers through a fair and transparent process. Existing international 

organizations could manage the trust’s key technical decision points. 

For example, such decisions could consider quotas for mineral produc-

ers that are linked to demonstrable needs for green technologies, or 

which technology creators are eligible for using materials needed for 

approved green technologies. Industry organizations and key environ-

mental and social vigilance institutions could also play a role in the 

decision-making process through various governance committees of the 

trusteeship. In particular, the International Renewable Energy Agency 

and the Climate Technology Centre Network could have key roles in this 

mechanism. Intellectual property on mineral processing technologies 

as well as on the demand-side uses would be protected unless volun-

tarily shared through open-source licensing such as the idea of a “Green 

Knowledge Commons” that may also disincentivize cartel formation. 

Another protection against cartels is that, unlike oil, minerals have the 

advantage of being more durable and recyclable and hence less suitable 

for a cartel, more suitable for a trust arrangement. 

A stockpile mechanism in the trust could facilitate future reuse and 

recycling by creating a leasing mechanism for metals that have short-

term usage. The World Bank has shown interest in such a leasing 

mechanism for batteries through their “Climate Smart Mining” initia-

tive (10). It is worth noting that in 1975, there was an attempt by the 

UN Conference on Trade and Development to create a mineral trading 

platform for the tin industry that could also have a stockpile. However, 

this system did not flourish because it was not a trust co-managed by 

both producing and consuming countries and had rigid production 

and pricing requirements rather than the adaptive system of a mineral 

trust, whereby prices would be determined by the market and excess 

production could be stored in a stockpile. Inspired by the 12th-century 

Hanseatic trading leagues, The European Coal and Steel Community 

proposed by one of the intellectual progenitors of the EU in the 1960s, 

Jean Monet, followed a similar logic of supply assurance and  helped to 

build diplomatic trust as well between erstwhile antagonists.  

A fundamental feature of the trust idea is that countries fairly benefit 

from their resources. Producers would simply not be allowed to con-

strain supply for political ends because of the planetary imperative at 

stake for these specific uses. If they violate the terms, they would not be 

able to be part of the trust and hence lose the preferred downstream ac-

cess to suppliers. The trustees are producers and consumers, and join-

ing as a consumer would mean you agree to buy through the trust as 

well. Although exceptions could be made for environmental constraints 

of supply reduction, independent audit mechanisms could be in place 

to ensure compliance with the terms of the trust. These would be simi-

lar to technical audit protocols undertaken through organizations such 

Molten copper flows into molds at a smelting plant in Wuzhou   , China.  Both mined 

and recycled metals  used in green technologies could be managed through a    trust.
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as the International Atomic Energy Agency (IAEA). In a sense, this 

would be analogous to an international riparian agreement committing 

to downstream water flow but a better deal for the upstream producer 

because they would get full payment for material flow. 

Other uses of the metals in question could be managed indepen-

dently outside the trust as long as the green transition needs are pri-

oritized for sale through the trust. So, for example, Indonesia, which 

is the world’s largest nickel producer, could still go on earning profits 

from selling metal outside the trust but would just not constrain supply 

for green transition projects as part of its NDC. The trust would simply 

prevent weaponization of mineral trade barriers such as export bans or 

unilateral tariffs that have even hampered the operations of the World 

Trade Organization (WTO), and prevent the misuse of allowable excep-

tions within the WTO’s rules (Article XX of the General Agreement on 

Tariffs and Trade) and various International Commodity Agreements 

(11). There would also be no price targets set, which has led to dysfunc-

tion of various commodity agreements. 

Green technology producers benefiting from the Mineral Trust could 

also be required to support and invest in technology development in 

critical energy transition mineral suppliers, particularly developing 

countries, to make them future green technology producers. Mineral-

producing developing countries could negotiate fair prices to buy back 

any technologies manufactured from their minerals affordably to sup-

port their own transition. This would allow those countries to add value 

to mineral production, making them not only raw material suppliers, 

but also add value to the minerals by upgrading locally the value chain 

and ensure more equitable access to mineral-based renewable energy 

technologies, improving the mineral security of developing countries 

(12). Most consequentially for planetary sustainability, the minerals 

trust would prevent redundancies in resource extraction and energy 

usage for processing and encourage a circular economy.

NEXT STEPS

Initially, the Minerals Trust could be developed through an alliance of 

a few key producing and consuming countries through ad hoc agree-

ments. However, to have global impact, a multilateral arrangement is 

important to ensure that some of the negative externalities of resource 

nationalism do not take root. A key attractive feature of the trust will 

be its goal to ensure that green technologies are available for solving 

global commons issues such as climate change. At the same time, the 

economic security offered by reliable supply chains would be attractive 

to even those constituents who are not convinced by environmental ar-

guments. In the long term, the mandate for the trust could also come 

from the UN Security Council to ensure a higher bar of accountability 

for trustees. The Council has already engaged in climate change mat-

ters (13), but this engagement should be expanded to infrastructure and 

mineral security. Such an elevation would move mineral security from 

its current transactional domain between nations to a multilateral mat-

ter of diplomacy with planetary implications.

Errant mineral development of low-grade ores or developments in 

ecologically and socially vulnerable regions can ultimately be protected 

only if the world’s major producing and consuming countries sign on to 

this arrangement. Fortunately, we now have excellent means of tracking 

mineral supply from mines to markets, using a range of analytical tools 

developed in the field of “forensic geology” as well as much closer regu-

latory monitoring of mineral trade, particularly from recycled sources.

A parallel case in point pertains to the uranium supply for energy 

and defense being decoupled and closely monitored by the IAEA (14). 

Although the defense industry’s demand may still lead to errant de-

cisions on suboptimal resource extraction, the sheer scale and scope 

of demand for consumer products for the green transition is far more 

than what might be needed by the defense sector. For example, the 

Government Accountability Office in the United States estimates that 

Defense department demand for rare earth minerals is 0.1% of what is 

needed for civilian uses for the green transition (15). Yet, the discourse 

on “critical minerals” has become highly securitized with presumptions 

about defense demands that are in fact miniscule compared with com-

mercial and civilian needs for the green energy transition. With more 

transparent sharing of data on demand and supply, some of the anxiety 

that characterizes current debates on “friendshoring” of mineral supply 

could also be better managed.

The UN Secretary General’s panel on critical energy transition min-

erals completed its mandate to suggest interventions to assure mineral 

supply in September 2024 at the Summit for the Future. Its recom-

mendations are being handled by specialized UN agencies and the UN 

Working Group on Transforming the Extractive Industries for Sustain-

able Development. The idea for a trust could be considered within this 

process. Meanwhile, efforts to develop regional partnerships on mineral 

sourcing outside the UN’s purview, such as the United States’s Mineral 

Security Partnership, which are currently exclusionary by design could 

prototype the formulation of a minerals trust. 

The UN Economic Commission for Europe has recently proposed 

a World Resource Bank to support critical minerals projects, and 

the G20 implemented an Agricultural Market Information System 

in 2011. Such initiatives offer examples of cooperative arrangements 

for planetary stewardship. Ultimately, the minerals trust, if gov-

erned through an agreement between cooperating states, could pro-

vide a win-win opportunity for price stabilization, supply assurance, 

and market confidence on key technologies that are essential for a 

more sustainable future. �
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THE SALMON CANNON AND THE LEVITATING FROG |

In 1975, Wisconsin Democratic senator William 

Proxmire began presenting prizes, which he called 

the Golden Fleece Awards, to people he believed 

were guilty of  squandering public funds. Scientists 

quickly became some of his favorite targets. Some-

times, the scientists Proxmire targeted subsequently 

lost funding, prestige, and even their positions at 

research institutions. Their work was fodder for 

late-night comedy: A-Hooga! Glowing rabbits! Zing! 

Worms in space!

A few years ago, when Carly Anne York was a graduate student study-

ing squid biomechanics, someone asked her what her research was ac-

tually for. She had no answer. It was what she calls “silly science.” She 

wondered whether it was even worthy of a Golden 

Fleece Award. But, as York writes in The Salmon 

Cannon and the Levitating Frog, a lot of science 

that seems frivolous at first is later proven to be 

powerfully useful. Discovery is a crooked road. 

This is an important moment in history to 

make an earnest argument for the value of curiosity-driven scientific 

discovery. York’s book appears on shelves as Elon Musk’s Department 

of Government Efficiency, or DOGE, ransacks the National Institutes 

of Health and the Centers for Disease Control and Prevention and de-

funds valuable research everywhere. And people are cheering as they 

do it,  even as they wait for the arrival of new cancer  therapies and 

novel treatments for Parkinson’s disease—even as they are diagnosed 

with chronic illnesses themselves. 

York’s book reminds readers that curiosity-driven science is sa-

cred. It gave us scientists such as Archimedes, Copernicus, and Isaac 

Newton. It powered the Enlightenment. It gave us Einstein, a rum-

pled young patent clerk dreaming absentmindedly about the shape 

of the Universe. Viewed through a curving tunnel of space-time, 

the forefathers of modern science all seem DOGEable now. To some 

watchers, Isaac Newton sat beneath an apple tree dozing all day.

York deftly and fizzily recounts examples of science that at first 

glance seemed silly but, when developed, became incredibly valu-

able. She writes, for example, that in 1668, the first bone graft sur-

gery used part of a dog skull to patch a hole in a wounded soldier’s 

skull. Now, because of equal parts serendipity and curiosity, we use 

coral as a matrix for bone grafts instead. Readers learn that study-

ing the bumpy tubercles that line the edge of a humpback whale 

fin has led to new, more efficient designs for wind turbine blades. 

Scientists studying the distinctive waggle dance that honey bees use 

to communicate the location of pollen sources to other bees have 

helped develop algorithms for moving digital information through 

complex networks. Robotics experts who have built miniature ro-

bots modeled on cockroaches have given us devices we can use to 

search the rubble of collapsed buildings for survivors. And on.

There is, in places, an unevenness to the book, which seems pitched 

to a young adult level of reading comprehension. (York has previously 

written two science books for children.) At times, she is almost too 

bubbly for me, an unrepentant grump. I cringed at sentences such as, 

“Everyone knows the honeybee waggle dance: You put your left wing 

in, you put your left wing out, you put your left wing in, and you wag-

gle all about….” Cornell University’s famed ornithology department 

is “a place where people knew their sparrows from their starlings.” A 

male jumping spider has “a few tricks up his sleeves.” 

What is more, some of the silly science that York includes really 

does not seem all that silly. I am thinking here of Sir Alexander 

Fleming’s 1928 discovery of penicillin,  which required lottery-

winning levels of good fortune but also relied on the presence of 

quick minds to understand what luck had brought them. Other ex-

amples—many of them—definitely are silly, and they have not led to 

any meaningful real-world utility. Even so, perhaps they will. 

This is the central vital point of York’s book. In an unseen future 

that we are hurtling toward, research on the strange physics that al-

lows 50,000 California blackworms to tangle into intertwined worm 

balls  could  lead to a range  of novel real-world applications—for in-

stance, smart bandages that adjust to their wounds. But we must let 

the discoveries unfurl the way they always have—unpredictably, slowly, 

haphazardly. They will not develop at all if we allow autocrats to de-

fund curiosity-driven research before it even bears fruit. �
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Understanding 

how and why wet 

dogs shake has 

serious engineering 

implications.
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I
n 1987, the economist and philosopher Amartya Sen published 

On Ethics and Economics, in which he argued that “the nature 

of modern economics has been substantially impoverished 

by the distance that has grown between economics and eth-

ics” (1). A central theme that emerged here and in Sen’s later 

work was that economists make a fundamental error in treating in-

dividuals and the world they inhabit as morally simple, where one 

normative value—such as utility maximization—could serve as the 

moral compass to govern all human aspirations. Sen countered with 

a conception of individuals and the social world that featured moral 

pluralism. He urged economists to see that a society organizing its 

practices, laws, and institutions according to the dictates of any one 

ethical principle, be it utilitarianism, 

egalitarianism, libertarianism, or 

some other framework, would not be 

a world in which complex human be-

ings would care to live. Amen to that. 

Sen’s urging largely failed to move 

tin-eared economists to take moral 

complexity seriously, which is why 

there is still an urgent need for a 

book like The Price of Our Values by 

economists Augustin Landier and Da-

vid Thesmar. This new book rises to 

the Senian challenge, exploring how 

moral pluralism undermines all sorts 

of economic shibboleths that too of-

ten prevent the economics profession 

from meeting the needs of those it 

seeks to serve. 

The book’s title might be taken to 

foreshadow yet another defense of the hardheaded cost-benefit analysis 

that many economists view as the uniquely appropriate means to guide 

policy formation. (“You want equality, well you’d better be prepared to 

pay for it,” one imagines them admonishing.) But Landier and Thes-

mar are up to something else—something far more important. Their 

research demonstrates that the real people who populate the world 

hold distinct moral values. They are hardly the one-dimensional self-

interested “pleasure machines” that the influential 19th-century econo-

mist Francis Edgeworth claimed them to be (2). 

For Landier and Thesmar, moral pluralism is not a problem to be 

fixed but rather an essential feature of the human condition that econ-

omists had better reckon with as they intervene in matters of public 

policy. Drawing on the research of social psychologist Jonathan Haidt, 

they emphasize six central human values: “compassion, liberty, loyalty 

to the in-group, fairness, authority, and sanctity.” They note, correctly, 

that “we all care about all of these moral values to some extent, but the 

relative weights we place on each of them vary quite a bit.” 

This is beyond inconvenient for the standard approach to econom-

ics, where what I think of as “moral geometry” seeks “efficiency” above 

all other values when confronting daunting social questions, such as 

whether it is acceptable to harm one group in order to benefit another. 

Moral geometry reduces complex moral problems to simple math prob-

lems and then assumes that once one solves the math problem, one has 

something useful to say about the moral issue. Noneconomists can be 

forgiven for thinking that there is something fundamentally wrong with 

a profession that proceeds in that way. In this book, they can learn just 

why that approach is so troubling.

Throughout the book, Landier and Thesmar report on the findings 

of their own and others’ surveys from France, Germany, and the US 

that elicit the values that drive individuals in hypothetical but rele-

vant thought experiments. One survey, for example, elicited people’s 

responses to benevolent “nudges” that sought to induce them to do 

something that was in their own best interest. An example of this 

would be locking up sugary items in grocery stores while providing 

consumers with a code they can use to easily open the locked cabi-

net. In this case, the benefit to the consumer is potentially substantial, 

while the cost to access the goods is 

trivial. And yet, in the US, more than 

80% of survey respondents rejected 

this proposal. The authors hypoth-

esize that resistance to innocuous, be-

nevolent nudges like this one might lie 

in the importance individuals place on 

the value of autonomy. In this case—as 

in many others reported in the book—

the standard economic assumption 

that actors will always maximize util-

ity fails to accord with competing 

principles that people bring to social 

interactions and to how they expect 

to be treated by society’s institutions. 

The Price of Our Values is a short 

book that manages to range across 

many of the issues where traditional 

economists’ moral judgments fail soci-

ety most egregiously. Chapters explore altruism, freedom, community, 

justice, corporate governance, and other pressing topics. The authors 

draw on the foundational work of sociologists, such as Émile Durkheim, 

who recognize the ways in which the purely “transactional” nature of 

markets that economists value so highly yields the tragedy of anomie, 

where individuals suffer a loss of connection and purpose. 

Throughout the book, Landier and Thesmar focus readers’ atten-

tion on social identities that are alternatively nourished or threatened 

by institutions such as the markets that economists have long viewed 

as uncontroversial means for acquiring more of what we want. By the 

end, the nonexpert reader is likely to be wary of the simple-minded 

economist touting efficiency as the solution to society’s most pressing 

problems. Economists, meanwhile, will have learned that there is good 

reason to take seriously the complexity and plurality of the moral land-

scape in our quest to promote social betterment—not as it is defined by 

us, but as it is defined by those we seek to serve. �
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 Values remain a mystery 
to many economists
The field ignores moral plurality at its peril George F. DeMartino

Our principles affect our decision-making to a greater 

degree than most economists account for.
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Independent oversight crucial to Landsat Next
Since the launch of the satellite Landsat-1 in 1972, eight Landsat 

Earth observation missions have provided an unbroken record that 

has been used to document and understand global change, Earth’s 

resources, and terrestrial processes (1). Despite longstanding funding 

challenges (2, 3), the US Sustainable Land Imaging Program commit-

ted in September 2016 (4) to extend the Landsat record into the next 

decade, leading to the scheduled launch of the Landsat Next mission 

in 2030 or 2031 (5). On 11 March, the NASA Transition Authorization 

Act of 2025 was introduced, which directs NASA to assess how the 

private sector could contribute to Landsat missions (6). Private sector 

investment could alleviate the program’s financial challenges but 

should not be undertaken without strong oversight in place. 

The Act outlines the government’s vision for ensuring data qual-

ity, continuity, open access, and long-term archiving. It includes a 

directive for NASA to assess aspects of the Landsat 

missions that could be provided by the private sector, 

such as ground system operations and provision of 

commercial satellite data (6). Although the previous 

commercialization of Landsat in the mid-1980s was 

not successful (7), industry has become established 

in delivering Earth observation systems, and part-

nerships between space agencies and commercial 

entities could reduce costs. For example, to incorpo-

rate new science and improved ancillary data, the US 

Geological Survey (USGS) used commercial cloud pro-

cessing software to reprocess the Landsat archive (8). 

However, the success of the Landsat program 

depends on independent scientific oversight. Feedback 

has been paramount to responsibly managing the 

acquired data and addressing design issues, includ-

ing functional sensor performance specifications, 

data delivery and formats that affect users, and 

interoperability with other planned and in-orbit Earth 

observation systems (9). 

If NASA plans to provide Landsat continuity 

through a government and industry partnership, 

then independent oversight remains critical. To date, 

oversight has been provided by a National Geospatial 

Advisory Subcommittee and by the Landsat Science 

Team (LST) (7, 10).  LST members, who are selected 

by USGS and NASA on the basis of competitive 

scientific proposals, include scientists and engineers 

drawn from academia and US federal science and 

mission agency employees, as well as members of 

non-US institutions who ensure an international 

perspective and transparency (9). 

Landsat provides US $3.4 billion in annual benefits 

(11), eclipsing mission costs (12). Qualified oversight 

will ensure that these benefits, and the objective evi-

dence that Landsat provides for understanding Earth, 

will continue.
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Ecological risks of biodegradable plastics
The current draft of the global plastics treaty   suggests that bio-

degradable plastics have the potential to end plastic pollution (1). 

This perception, combined with ever-rising consumer demand, 

has fueled biodegradable plastic production, which reached 2.47 

million tonnes in 2024 and is projected to hit 5.73 million tonnes 

by 2029 (2). However, the widespread adoption of biodegradable 

plastics could pose ecological risks that must be addressed.

The weathering of biodegradable plastics releases vast amounts 

of diverse oligomers, complex chemical mixtures, into the environ-

ment (3). These oligomers share characteristics with persistent 

organic pollutants (4), raising concerns about their potential 

adverse impacts on ecosystems. Oligomers exhibit higher bioavail-

ability than larger solid plastic particles, posing greater exposure 

risks to wildlife and humans (5). 

More than 9000 chemicals of the 16,000 “plastic chemicals” 

listed by the Norwegian Research Council lack publicly avail-

able information and remain unregulated by global initiatives, 

including the Stockholm Convention (6). When released from 

biodegradable plastics, chemicals such as terephthalic acid and 

bisphenol A have been shown to induce genetic, reproductive, and 

immunotoxic effects in organisms by disrupting cellular mitochon-

drial metabolism (3, 7). 

The risks of biodegradable plastics are amplified by the plasti-

sphere, microbial communities  that colonize plastic surfaces (8). 

Oligomers such as lactic acid that are released from polylactic acid 

biodegradable plastics can facilitate the growth of microbes such 

as   Actinobacteriota within the plastisphere (9). The integration of 

these oligomers into microbial metabolic processes may exacer-

bate plastic-associated greenhouse gas emissions (10). In addition, 

rising temperatures amid climate change may further complicate 

the already elusive impacts of biodegradable plastic oligomers on 

biodiversity.

Mitigating the potential risks posed by weathered biode-

gradable plastics requires coordinated actions among research 

communities, industries, and policy-makers to advance a circular 

biodegradable plastic economy.   Key strategies include identifying 

the sources and degradation pathways of toxic biodegradable plas-

tic-derived oligomers (10), developing biodegradable plastics with 

controlled and complete degradation capabilities, and redesigning 

biodegradable plastic structures to enable monomer recovery or 

replace hazardous oligomers with safer, bio-based alternatives (11, 

12). These actions can minimize the potential adverse impacts of 

biodegradable plastics on wildlife and human health.
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Africa’s epidemic of low-quality medicines 
Between July and October 2023, about 70 Gambian children under 

the age of 5 died after drinking cough syrup containing high levels 

of ethylene glycol and diethylene glycol, both of which are toxic to 

humans (1). These tragic deaths exemplify the dangers of medi-

cines that fail to meet quality specifi cations and standards, as well 

as those that deliberately misrepresent their identity, composi-

tion, or source (2). To prevent the distribution of substandard and 

falsifi ed (SF) medicines, the quality of all medicines should be 

regulated, which will require coordinated leadership and extensive 

data collection.

SF medicines jeopardize the health of millions of people, 

particularly those in vulnerable populations (3), and can lead 

to treatment failures, increased mortality, and the development 

of drug-resistant pathogens (4). For example, SF antimicrobials, 

including antibacterials, have a poorly understood but potentially 

negative effect on antimicrobial resistance (5). About 10% of anti-

microbials in low- and middle-income countries may be SF (6), and 

in sub-Saharan Africa, local prevalence rates could exceed 50% (7). 

The lack of coordination among international, national, and local 

regulatory bodies hampers effective control and monitoring.

The African Medicines Agency (AMA), established by the African 

Union through a treaty in 2021 (8), could provide a solution. An 

effective AMA could serve as a catalyst for coordinating surveil-

lance, guiding policy-making, and integrating SF countermeasures 

into broader health initiatives. The AMA could also facilitate a 

robust consensus on standards for serialization, track and trace 

technology, and quality control, which could deter counterfeiters 

and encourage best practices (9). To establish a stronger evidence 

base on SF prevalence rates, which could better inform policy 

and regulatory interventions, the AMA could incentivize and 

foster research partnerships and collaborations between African 

universities and research centers. The AMA could then enrich this 

evidence base by nurturing regional scientific expertise. By facili-

tating effective quality control and streamlining data collection, 

the AMA could help to protect millions of African lives from this 

silent epidemic.
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A sad solution
Despite much effort and 

money spent over decades, 

rhinoceros populations con-

tinue to decline because of the 

market for their horns based 

on unsubstantiated health 

claims in some countries. Over 

time, rhinoceros poaching has 

become a multimillion-dollar 

illegal trade, often controlled by 

multinational criminal organiza-

tions. In the face of this crisis, 

there are many local heroes 

who dedicate their lives to 

protecting the few remaining 

rhinoceroses using an array of 

approaches, from increased 

ranger presence to tracking 

dogs, at a cost of millions of dol-

lars per year. Kuiper et al. looked 

at the effectiveness of these 

approaches and found that only 

one, removal of the poacher’s 

reward through dehorning, 

significantly reduced rhinoceros 

loss. —Sacha Vignieri

Science p. 1075, 10.1126/science.ado7490

SOLID STATE PHYSICS

Measuring the
quantum metric
The quantum metric, the real 

part of the complex-valued 

quantum geometric tensor, 

has a bearing on the electronic 

properties of solids, includ-

ing transport. Although the 

quantum metric has been 

measured directly in artificial 

systems, determining the full 

tensor in solids has proven 

tricky. Kim et al. extracted this 

quantity using photoemission 

measurements in black phos-

phorus. The researchers expect 

that their methodology can be 

extended to other materials 

with related band structures. 

—Jelena Stajic

Science p. 1050, 10.1126/science.ado6049

SYNTHETIC CHEMISTRY

Insects transform 
carbon rings
The insertion of oxygen atoms 

into carbon belt and ring 

molecules was achieved 

after feeding the sub-

strates to tobacco cutworm 

(Spodoptera litura). Usami et 

al. explored whether insects 

could process a carbon 

 nanoring, methylene-bridged 

[6]cycloparaphenylene, 

through a xenobiotic path-

way. Of those tested, only S. 

litura survived, and examina-

tion of its excretions showed 

that it converted this mol-

ecule to an unusual oxylene 

derivative in 10% yield. For 

[n]cycloparaphenylenes, oxy-

gen atoms were inserted into 

the bonds between phenyl 

groups. —Phil Szuromi

Science p. 1055, 10.1126/

science.adp9384

The top and exterior of buildings can be used to passively cool, but 

this requires materials with the right properties to do so effectively. 

Fei et al. designed a paint that cools both radiatively and through 

evaporation and that appears to keep buildings relatively cool even 

in humid environments. Although radiative cooling is effective at 

reducing temperature, it requires the material to be sky-facing. 

Designing a paint that also cools through evaporation allows 

the material to be effective when applied to the sides of the build-

ings as well. —Brent Grocholski  Science p. 1044, 10.1126/science.adt3372

Conceptual drawing of combined evaporative-radiative cooling paint.

PASSIVE COOLING

A cool paint
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to get less sleep than the opti-

mal amount for that country. 

However, better health wasn’t 

associated with achieving 

a specific duration of sleep. 

Rather, it was associated with 

sleep patterns that were close 

to the perceived ideal in that 

culture. —L. Bryan Ray

Proc. Natl. Acad. Sci. U.S.A. (2025) 

10.1073/pnas.2419269122

DISTURBANCE ECOLOGY

Competition  
beneath the bark
In western North America, 

indigenous bark beetles are 

a major source of mortality 

in conifer forests. Douglas-fir 

beetles (Dendroctonus pseu-

dotsugae) often show large 

population increases (irrup-

tions) after tree-damaging 

fires, which are increasing in 

size and frequency. Mitchell et 

al. found that competition with 

woodboring beetles, which also 

ARCHAEOLOGY

The Menominee, 
maize, and precolonial 
“Michigan”
Between 1000 and 1600 CE, 

maize was intensively grown 

by Indigenous peoples in the 

Americas. However, it was orig-

inally a tropical to subtropical 

plant, and most of its produc-

tion was believed to have 

occurred in similar environ-

ments. McLeester et al. used a 

suite of approaches, including 

remote spatial measurements 

and excavation, to explore a 

Menominee site in the Upper 

Peninsula of Michigan, reveal-

ing evidence of extensive 

maize agriculture and associ-

ated cultural complexity even 

at the most northern extent of 

its viability. —Sacha Vignieri

Science p. 1082, 10.1126/science.ads1643

BIOCHEMICAL CYCLES

An integrated couple
Anthropogenic activities have 

greatly perturbed both the 

carbon and nitrogen cycles, with 

clear ecological consequences. 

Successful management to 

minimize these impacts is vital 

to preserving the sustainability 

of environmental networks and 

human society. Focusing on 

China, Xu et al. developed an 

integrated model for quantifying 

carbon and nitrogen fluxes and 

their interactions. By managing 

them together in an integrated 

manner, large reductions of 

carbon and nitrogen could be 

achieved at lower abatement 

costs and greater societal ben-

efits than if they were treated 

separately. —Jesse Smith

Science p. 1098, 10.1126/science.ads4105

VACCINES

Prolonged protection
Lipid nanoparticle mes-

senger RNA (LNP-mRNA) 

vaccines induce robust immune 

responses and provide protec-

tion against infectious diseases. 

However, this immunity can 

be short-lived, resulting in 

the need for frequent booster 

vaccinations. Aunins et al. 

investigated how adjuvant-

ing LNP-mRNA vaccines with 

mRNA encoding the cytokine 

interleukin-12 influences CD8 

T cell responses in mice. These 

vaccines enhanced antigen-

specific CD8 T cell responses, 

augmented CD8 T cell memory, 

and provided greater pro-

tection after challenge with 

Listeria monocytogenes and in 

a melanoma model. This work 

demonstrates that cytokine-

adjuvanted LNP-mRNA 

vaccines represent a strategy 

to tailor the magnitude of the 

immune response to vaccina-

tion. —Hannah Isles

Sci. Immunol. (2025) 

10.1126/sciimmunol.ads1328

GENE THERAPY

Targeted treatment 
for inflammation
Osteoarthritis (OA) in the knee 

joint is typically accompanied 

by elevations in inflammatory 

signaling in the intra-articular 

space. Protein and small-mole-

cule therapies delivered to the 

intra-articular space are cleared 

rapidly from the joint, so new 

strategies to enrich therapeu-

tics for long-term treatment 

are needed. De La Vega et al. 

have taken a step toward a safe 

gene therapy for patients with 

OA in a first-in-human, single-

center, phase 1 clinical trial to 

test the safety of intra-articular 

delivery of an adeno-associated 

virus expressing interleukin 1 

receptor antagonist (IL-1Ra), 

an endogenous inhibitor of the 

proinflammatory cytokine IL-1. 

In a dose-escalation trial in 

nine participants, the authors 

observed that a single intra-

articular injection of the gene 

product led to an increase in 

IL-1Ra in the synovial fluid that 

remained elevated for up to 

a year. There were no seri-

ous adverse events related to 

the gene delivery. These data 

support the progression to 

larger-scale trials of this gene 

therapy to further explore 

the potential for its long-term 

therapeutic benefit for OA. 

—Molly Ogle

Sci. Transl. Med. (2025) 
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MICROBIOLOGY

Bacteria versus 
amoeba
Soil-dwelling bacteria are 

frequently preyed upon by 

amoebal predators. The plant 

pathogen Pseudomonas 

syringae can infect virtually 

all economically relevant 

crop species, and some 

strains can sense and kill their 

microbial predators. Zhang 

et al. studied how P. syringae 

combats the social amoeba 

Polysphondylium pallidum 

using a bacterial “chemical 

radar system.” P. syringae 

secretes the lipopeptide syrin-

gafactin, which is deacylated 

by the amoeba. The bacterial 

sensor protein Chemical Radar 

Regulator (CraR) senses 

these peptides and activates 

a process that generates the 

amebicide pyrofactin. This 

system, which is widespread in 

P. syringae, allows for the suc-

cessful infection of plants, and 

analogous systems may be 

present in other microorgan-

isms. —Stella M. Hurtley

Cell (2025) 

10.1016/j.cell.2025.02.033

PHYSIOLOGY

Is sleep need 
adjustable?
Inadequate sleep is often 

associated with poor health. 

Noting that average sleep 

duration varies among 

countries and cultures, Ou 

et al. explored whether this 

is associated with different 

health outcomes. The authors 

used historical data from 71 

countries in addition to their 

own data from people in 20 

countries. Although cor-

relational and self-reported, 

the data showed interest-

ing trends. Overall, health 

appeared not to be poorer 

in countries where average 

sleep amounts were shorter. 

In all countries, people tended 
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colonize fire-injured trees, may 

limit Douglas-fir beetle irrup-

tions after fire. After three large 

wildfires in British Columbia, 

Canada, in 2017, both types of 

beetles attacked the same host 

trees. Douglas-fir beetle popula-

tions grew rapidly only in stands 

where less than half of trees 

were occupied by woodboring 

beetles. These complex interac-

tions suggest that managing 

for beetle diversity may reduce 

Douglas fir (Pseudotsuga 

menziesii) mortality after fires. 

—Bianca Lopez

Ecol. Appl. (2025) 

10.1002/eap.70024

ECONOMICS

Diversity gives 
direction to research
The transition of 76 all-male 

US universities to coeduca-

tion between 1960 and 1990 

increased gender-related 

research publications from 

those universities by 44%. 

Truffa and Wong estimate that 

6% of this growth in research 

on female subjects and gender 

differences, seen 3 to 6 years 

after the onset of coeducation, 

was due to a shift in the gender 

composition of the faculty. 

Incumbent faculty, predomi-

nately male, who predated 

the coeducational transition 

increased the gender-related 

share of their publications 

by 27%. This suggests that 

interactions with more diverse 

peers and students inspired 

new directions in research. 

—Brad Wible

Amer. Econ. Rev. (2025)

 https://www.aeaweb.org/

articles?id=10.1257/aer.20221561

HUMAN GENOMICS

Comparing human 
mutation rates
It is well known that specific 

genetic variants and mutation 

patterns differ between 

human populations, but 

a study by Garcia-Salinas 

et al. provides evidence 

that the rate at which new 

mutations occur in off-

spring can also differ. The 

authors analyzed data from 

a cohort of about 10,000 

trios consisting of a child 

and both parents who had 

undergone whole-genome 

sequencing. The overall 

cohort was ancestrally 

diverse, but each set of 

parents shared a continen-

tal-level genetic ancestry, 

enabling the authors to 

compare the rates of de 

novo mutations between 

people of different ancestral 

backgrounds. Concerningly, 

parental smoking appeared 

to be an independent risk 

factor for increased de novo 

mutations in offspring. 

—Yevgeniya Nusinovich

Nat. Commun. (2025) 

10.1038/s41467-025-59750-x

PHYSICS

Going under threshold
The original discovery of the 

J/y meson, a particle consist-

ing of a charm quark and an 

antiquark, provided important 

evidence for the quark model of 

particle physics. More recently, 

creating this meson in collisions 

of photons with nuclei has been 

used to discern the inner struc-

ture of the bound proton. This 

is most effective for photon 

energies below the threshold 

value needed in collisions with 

free protons. Pybus et al. suc-

ceeded in producing the J/y 

meson at such subthreshold 

photon energies using deute-

rium, helium, and carbon nuclei. 

The meson production was in 

excess of theoretical predic-

tions, but a full understanding 

awaits future measurements 

with improved statistics. 

—Jelena Stajic

Phys. Rev. Lett. (2025) 

10.1103/PhysRevLett.134.201903
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WATER STORAGE

Poles on the move
Human activities have been conducted at 

such immense scales that they literally have 

affected how the world turns. Valencic et al. 

discuss one dimension of that impact: move-

ment of the poles due to water impoundment. 

Using data on how the construction of dams 

has altered the distribution of terrestrial 

surface water in reservoirs, the authors cal-

culated the path of true north polar wander 

from 1835 to 2011 CE. A dramatic change in 

the direction and rate of polar wander around 

1950 reflects a shift from dominantly North 

American impoundment to greater storage 

in East Asia, Africa, and the rest of the world, 

providing a stark reminder of our growing 

footprint on the environment. —Jesse Smith

Geophys. Res. Lett. (2025) 10.1029/2025GL115468

The Kariba dam on the Zambezi River has created the 

world’s largest artificial lake.
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HUMAN DEVELOPMENT

Gastruloids enable modeling of the earliest stages of human 
cardiac and hepatic vascularization
Oscar J. Abilez†* Huaxiao Yang†, Yuan Guan, Mengcheng Shen, Zehra Yildirim, Yan Zhuge, Ravichandra Venkateshappa, 

Shane R. Zhao, Angello H. Gomez, Marcel El-Mokahal, Logan Dunkenberger, Yoshikazu Ono, Masafumi Shibata, Peter N. Nwokoye, 

Lei Tian, Kitchener D. Wilson, Evan H. Lyall, Fangjun Jia, Hung Ta Wo, Gao Zhou, Bryan Aldana, Ioannis Karakikes,  

Detlef Obal, Gary Peltz, Christopher K. Zarins, Joseph C. Wu* 

INTRODUCTION: Human pluripotent stem cells (hPSCs), including 

human embryonic stem cells and human induced pluripotent stem 

cells, can differentiate into various cell types of the body, such as 

cardiomyocytes, hepatocytes, and individual types of vascular cells. 

Furthermore, hPSCs can be used to create organoids, which are 

self- organizing three- dimensional (3D) structures that mimic key 

structural and functional characteristics of their in vivo organ 

counterparts. Several approaches to create organoids with a 

vascular system have been pursued to (i) avoid necrosis in the 

center of organoids where oxygen tension is low; (ii) achieve larger 

organoid growth for improving fidelity in modeling development, 

modeling diseases, and discovering new drugs; and (iii) increase 

the viability of implanted organoids used as regenerative thera-

pies. However, codifferentiating the key cell types of an organoid 

along with a de novo vasculature comprising robust branching, 

hierarchical organization, and lumina formation has not been fully 

achieved.

RATIONALE: Although model organisms have provided insight  

into the earliest stages of organ vascularization, we know very 

little about this process in humans because of ethical restrictions 

and the technical difficulty of obtaining human embryos at  

early developmental stages. However, hPSCs have been shown  

to model key aspects of development, including primitive streak 

formation, gastrulation, germ layer formation, and individual 

organ-specific cell type creation. Moreover, geometric micropat-

terning of hPSCs has enabled reproducible and scalable modeling 

of these developmental processes. With this basis, we developed an 

in vitro model to mimic the earliest developmental stages of 

cardiac and hepatic organoid vascularization, which corresponds 

to the first 3 weeks of in vivo human development and Carnegie 

Stages 9 and 10.

RESULTS: Using four hPSC fluorescent reporter systems and spatially 

micropatterned hPSCs, we produced cardiac vascularized organoids 

(cVOs) in a scalable and reproducible fashion. Notably, we used the 

four reporter systems to characterize gastruloid, progenitor, and 

cardiovascular cell type formation in situ in developing cVOs. We 

identified a growth factor and small molecule cocktail that when 

added to micropatterned hPSCs generated a spatially organized, 

branched, and lumenized vascular network within a multilineage 

cVO comprising endocardial, myocardial, epicardial, and neuronal 

cell types. Single- cell transcriptomics, high- resolution 3D microscopy, 

and multiple functional analyses showed that cVOs were structurally 

and functionally similar to that of a 6.5–postconception week human 

embryonic heart at Carnegie Stages 19 and 20; however, our 

comparison also revealed differences that warrant future investiga-

tion. Additionally, we found that NOTCH and bone morphogenetic 

protein (BMP) signaling were required for vascularization in cVOs, 

with BMP inhibition having a more negative effect on vascular 

formation than NOTCH. To demonstrate the broader utility of our 

vascularization strategy, we used the same vascular- inducing cocktail 

to produce hepatic vascularized organoids (hVOs), which also 

comprised a spatially organized, branched, and lumenized vascular 

network integrated with multilineage hepatic cell types.

CONCLUSION: Our in vitro model represents a technical advance for 

addressing questions regarding de novo organ vascularization. 

Furthermore, our results suggest that a conserved developmental 

program is involved in creating the vasculature within different 

organ systems. 

*Corresponding author. Email: ojabilez@ stanford. edu (O.J.A.); joewu@ stanford. edu 
(J.C.W.) †These authors contributed equally to this work. Cite this article as O. J. Abilez et al., 
Science 388, eadu9375 (2025). DOI: 10.1126/science.adu9375
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Micropatterning of four hPSC reporter lines 

enabled gastruloid, cardiovascular, 

progenitor, and cVO formation. The 

identification of a vascular- inducing cocktail of 

growth factors enabled generation of a spatially 

organized, branched, and lumenized vascular 

network within a multilineage cVO. Transcrip-

tomics, high- resolution 3D microscopy, and 

functional analyses showed that cVOs are 

similar to a human embryonic heart. The same 

vascular- inducing cocktail was then used to 

produce hVOs. CMs, cardiomyocytes; ECs, 

endothelial cells; SMCs, smooth muscle cells; 

PCs, pericytes; HCs, hepatocytes.  
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Is taurine an aging biomarker?
Maria Emilia Fernandez, Michel Bernier, Nathan L. Price, Simonetta Camandola, Miguel A. Aon, Kelli Vaughan,  

Julie A. Mattison, Joshua D. Preston, Dean P. Jones, Toshiko Tanaka, Qu Tian, Marta González- Freire,  

Luigi Ferrucci, Rafael de Cabo* 

INTRODUCTION: Taurine (2- aminoethane- sulfonic acid), a condi-

tionally essential amino acid involved in multiple important 

biological functions, has been extensively studied as a biomarker 

and therapeutic molecule for diverse disease states. Because age is 

the primary risk factor for the development of many of these 

conditions, the potential of taurine to serve as a biomarker or 

modulator of aging has also been the focus of numerous research 

efforts. Several studies have found that circulating taurine concen-

trations decrease with age, including a recent report that further 

demonstrated that supplementation with taurine improves multiple 

age- related phenotypes and extends life span in model organisms. 

This study has sparked renewed interest in taurine as a potential 

biomarker, driver, and therapeutic target for aging. However, the 

question of how circulating taurine concentrations change with age 

is still a matter of debate because other studies have found no 

change or increased taurine concentrations with age.

RATIONALE: Several aspects of study design can increase variability 

and contribute to the discrepancies observed in previous reports, 

including (i) evaluation of circulating taurine changes across limited 

age ranges, (ii) reliance on cross- sectional data, and (iii) “pooled 

data” (e.g., when data from both sexes, divergent age ranges, or 

various health statuses are combined for analysis). To examine this, 

we performed longitudinal and cross- sectional assessments of 

circulating taurine concentrations in healthy human subjects and 

two commonly used animal models (nonhuman primates and mice) 

of both sexes over a broad age range to evaluate the age- related 

changes in taurine concentrations. Additionally, we assessed how 

these concentrations are associated with functional measures of 

health status (gross motor function and body weight) at different 

life stages.

RESULTS: Measurement of taurine concentration was performed 

on longitudinally collected plasma of human subjects (26 to  

100 years old) from the Baltimore Longitudinal Study of Aging 

(BLSA), longitudinally collected serum from rhesus monkeys (3 to 

32 years old), and C57BL/6J mice (9 to 27 months old) from the 

Study of Longitudinal Aging in Mice (SLAM). Taurine concentra-

tions exhibited a sex- specific increase with age in all cohorts 

except male mice, in which taurine remained unchanged. These 

longitudinal analyses also revealed that the interindividual 

variability contributes more to the differences in taurine con-

centrations than age. Similar age- related changes in taurine 

concentrations were observed in two cross- sectional studies of 

geographically distinct human populations. The relation between 

taurine and muscle strength or body weight was inconsistent 

within and across cohorts.

CONCLUSION: First, circulating taurine does not decline with age 

(concentrations increase or remain unchanged) in healthy individuals 

of three mammalian species across the adult life span. Second, the 

interindividual variability in circulating taurine is generally greater 

than the longitudinal change across the life span, which limits its 

utility as a biomarker of aging. Third, the associations between 

circulating taurine concentrations and functional measures of 

health status are context dependent (i.e., age, species, or cohort)—a 

result that does not support the notion that a reduction in circulating 

taurine promotes the aging phenotype. On the basis of these 

findings, we conclude that low circulating taurine concentrations 

are unlikely to serve as a good biomarker of aging. 

*Corresponding author. Email: decabora@ grc. nia. nih. gov Cite this article as  
M. E. Fernandez et al., Science 388, eadl2116 (2025). DOI: 10.1126/science.adl2116

Age- related changes in circulating taurine 

concentrations and their association with health 

outcomes. (Left) Circulating taurine does not decline 

with age in healthy human subjects, nonhuman 

primates, and mice of both sexes when evaluated 

longitudinally (L) or cross- sectionally (CS) across  

the adult life span. (Top right) Longitudinal studies 

reveal that taurine concentrations show high 

interindividual variability. (Bottom right) Taurine shows 

inconsistent associations with health outcomes. 

Balearic, Balearic Islands Study of Aging; PREMED, 

Predictive Medicine Research; NHP, nonhuman 

primate; 95% CI, 95% confidence interval;  

NS, not significant.
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Structural insights into chromatin remodeling  
by ISWI during active ATP hydrolysis
Youyang Sia†, Han Pan†, Kangjing Chen, Zhucheng Chen* 

INTRODUCTION: DNA wraps around histone octamers to form 
nucleosomes, chromatin's basic units. Adenosine triphosphate 
(ATP)–dependent chromatin remodelers—switch/sucrose nonfer-
mentable (SWI/SNF); imitation switch (ISWI); chromodomain, 
helicase, DNA binding (CHD); and inositol requiring 80 (INO80)—
reposition nucleosomes to regulate chromatin structure and 
function. SWI/SNF creates accessible chromatin, whereas ISWI 
senses linker DNA length and spaces nucleosomes evenly. These 
enzymes share highly conserved motor domains, which are at the 
heart of the chromatin remodeling reaction. Recent cryo–electron 
microscopy (EM) studies revealed staggered DNA translocations  
of the nucleosome, with a ½- bp rather than full 1- bp DNA bulge at 
the site bound by the motor. When and how the other strand is 
translocated remains unknown. Moreover, to prevent excessive 
chromatin remodeling, the translocation activity is negatively 
regulated, the mechanism of which remains enigmatic.

RATIONALE: The previous studies were presumably constrained by 
the absence of actual translocation so that only three states of the 
remodeling reaction are captured. By using ATP to sustain the 
translocation reaction, we enabled the motor to traverse all 
potential stages of the remodeling cycle. To catch the actions in 
various states, we collected datasets with different concentrations of 
ATP and determined nine high- resolution cryo- EM structures of 
ISWI bound to the nucleosome during active translocation.

RESULTS: The structures of the canonical ATP-  and adenosine 
diphosphate (ADP)–bound states were determined at resolutions of 
2.3 to 2.6 Å, which provide clear views of the motor domains and 

the interaction with the DNA. In particular, we found that motifs V 
and VI relay the signal from the bound nucleotides to the nucleo-
some, underlying the DNA bulge and translocation upon ATP 
hydrolysis. In the ADP* state, we observed the full 1- bp DNA 
distortion. The tracking strand movement results in a loss of the 
DNA- histone contact at SHL2.5. The complexes in the unbound apo 
and apo* states adopt conformations similar to that of the ADP and 
ADP* states, respectively. In the ADP+ and ADP*

+ states, we 
identified a C- terminal positive element (PosC) and an arginine- 
tyrosine anchor motif (RYA), both of which promote the ISWI 
activity. In the ADPS state, the motor adopts a globally open 
conformation, but the DNA slips back to a relaxed state, suggesting 
that the energy of ATP hydrolysis is dissipated without being 
converted to DNA translocation. In the ADPB state, we identified a 
newly formed regulatory element, the Brake helix. Brake binds to 
the Gating helix, which is induced to extend more, resulting in 
abnormal opening of the enzyme and ISWI inhibition. This 
mechanism of Brake- mediated inhibition is important for linker 
DNA sensitivity of ISWI.

CONCLUSION: Together, these findings lead to a multistate remodel-
ing model that includes an inner core of the remodeling cycle and 
an outer regulatory layer. The proposed inner cycle provides a 
unifying mechanism of DNA translocation for chromatin remodel-
ing. The outer regulation layer is ISWI specific, shedding light on 
the mechanism of linker DNA sensing by ISWI. 

*Corresponding author. Email: zhucheng_chen@ tsinghua. edu. cn †These authors contributed 
equally to this work. Cite this article as Y. Sia et al., Science 388, eadu5654 (2025)  
DOI: 10.1126/science.adu5654

Mechanism of chromatin remodeling by 

ISWI. Chromatin remodeler ISWI slides 

nucleosomes to generate regularly spaced 

nucleosome arrays. By using electron 

microscopy, we caught the actions of ISWI in 

actively translocating the nucleosome and 

determined the structures of the complex in 

the ADP, ATP, ADP*, apo, apo*, ADP+, ADP*
+, 

ADPS, and ADPB states at resolutions ranging 

from 2.3 to 3.0 Å. The structures reveal the 

conformational changes of ISWI and the altered 

interactions with the nucleosome in different 

states. These findings lead to a multistate 

model of ISWI action, providing a comprehen-

sive mechanism of DNA translocation and 

regulation underpinning chromatin remodeling.
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Tellurium nanowire retinal nanoprosthesis  
improves vision in models of blindness
Shuiyuan Wang†*, Chengyong Jiang†, Yiye Yu†, Zhenhan Zhang†, Ruge Quhe†, Ruyi Yang, Yufei Tian,  

Xindong Chen, Wenqiang Fan, Yinge Niu, Biao Yan, Chunhui Jiang, Yang Wang, Zhen Wang, Chunsen Liu, Weida Hu*,  

Jiayi Zhang*, Peng Zhou* 

INTRODUCTION: In nature, there are animals, such as snakes, that 

assess their environment more accurately by sensing both infrared 

radiation and the visible- light spectrum. The human eye lacks 

photoreceptors responsive to the infrared spectrum, and infrared 

light with a longer wavelength and lower energy cannot trigger 

visual signals. In patients with severe eye diseases (e.g., macular 

degeneration), infrared vision could, in principle, aid vision in low 

light and darkness. Developing technologies that use a wider 

spectrum of light, including infrared, could provide notable benefits.

RATIONALE: Present designs for broad- spectrum retinal protheses 

use nanoparticles or photodiodes to convert infrared into visible 

light or heat to stimulate retinal cells. Because they require 

injections or bulky auxiliary devices, there are safety and practical-

ity issues for potential application to humans. Creation of a safe, 

easy- to- implant retinal prosthesis that enables the processing of 

both visible and infrared light may restore vision loss and enhance 

natural vision. We designed a next- generation retinal nanoprosthesis 

based on tellurium nanowire networks that intrinsically converts 

broadband light—including visible to infrared light—with efficient 

photovoltaic conversion, yielding giant with photocurrents under 

zero- electric bias and without the need for extra auxiliary equipment. 

We then achieved safe and simple implantation in the subretinal 

space of mice and Macaca fascicularis.

RESULTS: Through theoretical calculations, we show spontaneous 

giant and wide- spectrum photocurrents of tellurium nanowire 

networks to be correlated with the asymmetry of nanowire lattice 

internal defects and external interfacial effects. Through a combina-

tion of narrow bandgaps, strong absorption, and engineered 

asymmetries, tellurium optoelectronic nanodevices showed record- 

high photocurrents and the widest spectrum of responsive photosen-

sitivity wavelengths compared with reported techniques for the 

restoration of photosensitivity in blindness, covering the visible to 

near- infrared–II range. Preimplantation tests confirmed the stability 

of the nanoprosthesis’s optoelectronic properties and its precise 

response to light patterns. In blind mice, the implanted nanoprosthe-

sis replaced damaged photoreceptors and triggered responses in both 

the optic nerve and visual cortex. Implanted mice showed better 

light- induced pupil reactions and improvement in light- associated 

learning behaviors (such as water reward–based visual- cue associa-

tive learning and choice- box tasks) when compared with untreated 

mice and when using light intensities nearly 80 times weaker than 

the clinical safety threshold. The biocompatibility and efficacy of the 

proposed nanoprosthesis was further demonstrated in nonhuman 

primates (Macaca fascicularis), where the nanoprosthesis was tightly 

bound to the retina in the subretinal space and generated robust 

retina- derived responses to visible and infrared light.

CONCLUSION: Our study provides biologically feasible parameters 

for a retinal prosthesis using designed tellurium nanowire networks. 

These nanowires naturally convert light into photocurrent signals 

with zero electrical bias and can cover the visible to infrared 

spectrum. The tested nanoprosthesis generates strong photocurrents 

to activate the remaining retinal circuitry in a dysfunctional eye, works 

through a simple subretinal implantation procedure, and avoids 

bulky intra-  and extraocular components. In blind mice, this retinal 

nanoprosthesis restored the brain’s response to light and improved 

vision- based behaviors at clinically safe light levels. Nonhuman 

primates implanted with this nanoprosthesis gained infrared vision 

without impairment of normal vision. This successful animal study 

paves the way for future human trials, showcasing the potential of 

this prosthesis to restore visible vision and expand augmented 

infrared perception for blind humans and offer a safer, more effective, 

and wider- spectrum solution than existing technologies. 

*Corresponding author. Email: sy_wang@ fudan. edu. cn (S.W.); wdhu@ mail. sitp. ac. cn 
(W.H.); jiayizhang@ fudan. edu. cn (J.Z.); pengzhou@ fudan. edu. cn (P.Z.) †These authors 
contributed equally to this work. Cite this article as S. Wang et al., Science 388, eadu2987 
(2025). DOI: 10.1126/science.adu2987

n

and extrinsic asymmetry

A next- generation nanoprosthesis that restores and enhances vision. Tellurium 

possess broad- spectrum optical absorption from visible to infrared light (top left). A 

subretinal- implanted tellurium nanoprosthesis replaces degenerated photoreceptors 

and generates photocurrents to activate residual retinal circuitry (bottom left) and the 

occipital cortex (top right). Giant, spontaneous, bias- free photocurrents and minimally 

invasive easy implantation is achieved by asymmetry engineering and nanowire 

network morphology (bottom right). Together, these properties make tellurium 

nanowire networks (TeNWNs) the next generation of visual prosthesis technology.
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GPR45 modulates Gαs at primary cilia of the paraventricular 
hypothalamus to control food intake
Yu Xun†, Yiao Jiang†, Baijie Xu, Miao Tang, Sara Ludwig, Kazuhiro Nakamura, Saikat Mukhopadhyay,  

Chen Liu, Bruce Beutler, Zhao Zhang* 

INTRODUCTION: The discovery of obese mice and the positional 
cloning of the obese gene leptin have substantially increased our 
understanding of the endocrine control of energy balance. Secreted 
by adipose tissue, leptin primarily acts on its receptor in the  
arcuate nucleus of the hypothalamus (ARH) to transduce signals 
that either promote or suppress appetite through melanocortin- 4 
receptor (MC4R) neurons in the paraventricular nucleus of the 
hypothalamus (PVH). This leptin- melanocortin signaling pathway 
centrally regulates energy homeostasis, and its dysfunction causes 
obesity in both mice and humans.

RATIONALE: To accelerate the discovery of genes involved in energy 
balance, we performed a forward genetic screen using random 
mutagenesis in mice, followed by automated meiotic mapping. 
This approach identified multiple genes associated with primary 
cilia—small hairlike structures extending from the surface of most 
neurons. Genetic disorders that disrupt ciliary function frequently 
cause obesity. Both MC4R and its downstream signaling mediator 
adenylyl cyclase 3 (ADCY3) are localized to neuronal cilia, and 
their mislocalization from cilia leads to obesity. However, the 
mechanisms by which melanocortin signaling functions within 
cilia and how ciliary dysfunction contributes to obesity are not 
well understood.

RESULTS: Our genetic screen identified two obesity- associated 
alleles, expansive and extensive, which result from distinct 
missense mutations in an orphan G protein–coupled receptor 
(GPCR), Gpr45. Knockout of Gpr45 in mice led to obesity, confirm-
ing that both mutations cause a loss of function. Mice lacking 
Gpr45 consumed more food, and pair- feeding them the same 
amount as control mice rescued the obesity phenotype. Gpr45 
mRNA was highly expressed in the PVH, and its loss in PVH or 
MC4R- expressing neurons led to obesity. We found that the GPR45 
protein was exclusively localized to primary cilia in both cultured 
cells and PVH neurons, with its ciliary localization mediated by 
TUB- like protein 3 (TULP3), a key adaptor for ciliary trafficking. 
Overexpression of GPR45 caused the accumulation of the stimula-
tory G protein subunit Gαs in cilia, where it is normally present at 
low levels. In contrast, Gpr45 knockout mice exhibited reduced 
ciliary Gαs levels in the PVH. Furthermore, the Gαs transported by 
GPR45 was active in stimulating ADCY3, thereby increasing 
localized cyclic adenosine monophosphate (cAMP) levels in the 
cilia, which are distinct from the cytoplasmic cAMP pool. Most 
MC4R cilia in the PVH also showed GPR45 presence, while 
coexpression of GPR45 with MC4R enhanced Gαs translocation 
and ciliary cAMP production. GPR45 and ADCY3 are likely 
working in the same signaling pathway to regulate feeding, as loss 
of Gpr45 did not further increase obesity in Adcy3- deficient mice. 
Moreover, both expansive and extensive mutations disrupted the 
ciliary localization of GPR45 and impaired its ability to transport 
Gαs and increase ciliary cAMP levels.

CONCLUSION: This study identifies GPR45 as a critical ciliary  
GPCR that regulates food intake by modulating ciliary Gαs 
signaling in the PVH. Differing from typical GPCRs, GPR45 
transports Gαs into cilia to be used by other Gαs- coupled  
GPCRs, such as MC4R. GPR45 functions as a gatekeeper for  
ciliary Gαs to sustain a localized cAMP pool essential for  
ciliary melanocortin signaling. Dysregulated cilia or ciliary 
targeting of key leptin- melanocortin members disrupts such a 
GPR45- maintained ciliary cAMP pool and thus causes obesity. 
Given that the human GPR45 protein shows high sequence 
similarity to its mouse counterpart and GPCRs are highly drug-
gable, these findings have potential therapeutic implications for 
developing anti- obesity medications. 

*Corresponding author. Email: zhao. zhang@ utsouthwestern. edu †These authors 
contributed equally to this work. Cite this article as Y. Xun et al., Science 388, eadp3989 
(2025). DOI: 10.1126/science.adp3989
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GPR45 transports Gαs into primary cilia to regulate food intake. In wild- type 

mice, GPR45 relies on TULP3 to transport Gαs into the primary cilia of PVH neurons. 

Within the cilia, Gαs supports MC4R and possibly other Gαs- coupled GPCRs to 

activate ADCY3, leading to the production of cAMP from adenosine triphosphate 

(ATP), which signals to suppress appetite. In Gpr45 mutant mice, owing to missense 

mutations that prevent its ciliary localization or complete knockout, this process is 

disrupted. As a result, ciliary signaling is impaired, leading to increased food intake 

and obesity.
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NEUROSCIENCE

In vivo multiplex imaging of dynamic neurochemical networks 
with designed far- red dopamine sensors
Yu Zheng†, Ruyi Cai†, Kui Wang‡, Junwei Zhang‡, Yizhou Zhuo, Hui Dong, Yuqi Zhang, Yifan Wang, Fei Deng, En Ji, Yiwen Cui, 

Shilin Fang, Xinxin Zhang, Haiyun Huang, Kecheng Zhang, Jinxu Wang, Guochuan Li, Xiaolei Miao, Zhenghua Wang, Yuqing 

Yang, Shaochuang Li, Jonathan B. Grimm, Kai Johnsson, Eric R. Schreiter, Luke D. Lavis, Zhixing Chen, Yu Mu, Yulong Li* 

INTRODUCTION: Neurochemical signals, including neurotransmit-

ters, neuromodulators, and intracellular signaling molecules, are 

dynamically modulated within networks that mediate various 

brain functions and contribute to neurological disorders. 

Dopamine (DA), one of the most important neuromodulators, 

interacts intricately with other neuromodulators such as acetyl-

choline (ACh) and endocannabinoids (eCBs), along with intracel-

lular signals such as cyclic adenosine 5′- monophosphate 

(cAMP) and Ca
2+

. Decoding these networks is crucial for under-

standing neural mechanisms underlying behaviors and related 

disorders. However, current genetically encoded sensors are 

limited to the green and red spectra, hindering real- time simulta-

neous detection of multiple neurochemical signals. There is an 

urgent need to expand the spectral range of neuromodulator 

sensors to include far- red and near- infrared (NIR) wavelengths 

(i.e., those >650 nm).

RATIONALE: By utilizing G protein–coupled receptors (GPCRs) and 

circularly permutated fluorescent proteins (cpFPs), we and others 

have developed a series of green and red GPCR activation–based 

(GRAB) sensors, enabling the detection of neuromodulators in vivo 

with high spatiotemporal resolution. However, expanding this 

strategy with far- red/NIR proteins presents challenges because of 

the suboptimal properties of existing far- red/NIR fluorescent 

proteins. The combination of protein tags with rhodamine 

derivatives offers a promising alternative approach, providing a 

broad spectral range and high brightness. We integrated the 

cpHaloTag–chemical dye approach with the GRAB strategy, 

resulting in the creation of HaloDA1.0, the first single protein–

based far- red chemigenetic sensor for neuromodulators. 

Capitalizing on its far- red wavelength, HaloDA1.0 provides 

opportunities for monitoring three neurochemicals simultaneously 

by combining with existing green and red sensors.

RESULTS: HaloDA1.0 demonstrated robust sensitivity, high specific-

ity, subsecond response kinetics, and compatibility with a variety of 

far- red chemical dyes. Combining HaloDA1.0 with two other 

neuromodulator sensors in acute mouse brain slices, we achieved 

simultaneous imaging of three key neuromodulators, DA, ACh, and 

eCB, after electrical stimulation and pharmacological interventions. 

In zebrafish larvae, HaloDA1.0 enabled three- color imaging of DA, 

ATP, and Ca
2+

, revealing coordinated activation patterns during 

electrical shocks and acute seizure attacks. Our in vivo dye screen-

ing further established HaloDA1.0’s effective performance in living 

mice with a silicon- rhodamine dye. This enabled dual- color 

recording alongside optogenetic manipulations. Furthermore, we 

achieved simultaneous multicolor recording of spontaneous and 

behaviorally associated DA, ACh, and cAMP signals in the nucleus 

accumbens, unveiling distinct regulatory patterns and providing a 

comprehensive perspective of concurrent regulation of intracellular 

cAMP signaling.

CONCLUSION: To monitor multiple neurochemicals simultaneously, 

we developed the chemigenetic far- red DA sensor HaloDA1.0, 

enabling sensitive DA detection both in vitro and in vivo. This 

sensor demonstrates significant advantages for monitoring 

multiple neurochemical signals across diverse biological systems, 

including cultured neurons, acute mouse brain slices, zebrafish, 

and living mice. This strategy enhances our understanding of the 

complex interactions among various neurochemical signals,  

paving the way for deeper insights into neural circuit function 

and improved comprehension of neurological and psychiatric 

disorders. 

*Corresponding author. Email: yulongli@ pku. edu. cn †These authors contributed equally to 
this work. ‡These authors contributed equally to this work. Cite this article as Y. Zheng et al., 
Science 388, eadt7705 (2025). DOI: 10.1126/science.adt7705
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Development and applications of a far- red dopamine sensor for simultaneous 

monitoring of multiple neurochemicals. This sensor functions by modulating  

the equilibrium of the lactone form (L) and zwitterionic form (Z) of chemical  

dyes. Combining the far- red sensor with green and red sensors enables simultane-

ous monitoring of three neuromodulators or both neuromodulators and intracel-

lular signals in various biological systems. Some schematics were created using 

BioRender.com.
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PASSIVE COOLING

Passive cooling paint enabled by 
rational design of thermal- optical 
and mass transfer properties
Jipeng Fei1, Xuan Zhang2, Di Han1, Yue Lei3, Fei Xie4, Kai Zhou5, 

See- Wee Koh1, Junyu Ge1, Hao Zhou1, Xingli Wang6, Xinghui Wu1, 

Jun- Yan Tan1, Yuheng Gu1, Yongping Long1, Zhi Hui Koh1, Su Wang7, 

Panwei Du8, Tangwei Mi9, Bing- Feng Ng1, Lili Cai5, Chi Feng10, 

Qiaoqiang Gan3,11, Hong Li1,6* 

Integrating radiative and evaporative cooling shows promise 

for enhancing passive cooling, but durable self- curing  

integrated cooling paints remain underdeveloped. We designed 

a modified cementitious structure with advanced thermal- 

optical and mass transfer properties, boosting cooling  

power while ensuring durability, mechanical strength, and 

broad adhesion. The paint achieves 88 to 92% solar 

reflectance (depending on wetting), 95% atmospheric window 

emittance, ~30% water retention, and self- replenishing 

properties, maintaining stable optical performance even  

when wet. Field tests in tropical Singapore demonstrated 

superior cooling performance compared with commercial 

white paints. Pilot- scale demonstrations highlighted 

consistent electricity savings under varying weather 

conditions, supported by theoretical modeling. By leveraging 

sustainable water evaporation and thermal radiation, this 

paint offers a practical and long- term solution for mitigating 

the urban heat island effect.

Passive cooling is gaining ever- increasing attention as a sustainable 

strategy to reduce CO2 emissions from space cooling, a major con-

tributor to global warming. Radiative passive cooling, which dissipates 

heat through the atmospheric window, is effective in dry climates 

with clear skies and has been adopted in commercial cooling paints 

(e.g., Nippon Solareflect), one of the most important passive cooling 

products (1). However, the efficacy of radiative cooling diminishes in 

humid regions, such as Singapore, where high relative humidity (RH) 

and cloud cover limit the cooling power to ~20 W/m
2
 (2). Furthermore, 

having a directional cooling mechanism, radiative cooling shows 

substantially reduced efficiency on building facades due to restricted 

radiation angles to the sky. In densely built areas, where cooling de-

mand is high owing to the urban heat island (UHI) effect, the limited 

application area of radiative cooling paint further reduces its use-

fulness. Thus, a more effective cooling paint design is desirable to 

enhance cooling beyond radiative cooling’s limits, particularly in 

humid climates [Fig. 1A; detailed discussion in supplementary text 

section 1 of (3)] (4).

Evaporative cooling, exploiting water’s high latent heat (~2256 J/g), 

provides a nondirectional cooling mechanism, overcoming the limi-

tations of radiative cooling (5, 6). Although they are an excellent 

platform for evaporative cooling, multilayer hydrogel systems in 

previous work suffer from swelling, poor adhesion, and structural 

degradation during hydration- dehydration cycles, restricting their 

long- term reliability (7, 8). Our recent optofluidic metagel designs 

have improved the cooling performance of hydrogels by integrating 

multiple cooling strategies, yet the limited scalability and poor strength 

remain challenges (9). A paintable optofluidic cooler is desirable yet 

difficult to realize, as it must balance evaporative cooling, solar reflec-

tion, and radiative cooling while ensuring strong adhesion, durabil-

ity, and ease of application (fig. S1A).

A cementitious matrix with a porous calcium silicate hydrate (C- S- H) 

network offers a promising solution, as it forms a robust and inter-

connected porous structure that enables water transport without 

swelling or detachment (10). Cement’s durability, cost- effectiveness, 

tunable porosity, and spontaneous hydration–based volumetric curing 

make it an ideal candidate to embed evaporative cooling for scalable 

application (11, 12). In this study, we developed a cement- based integrated 

cooling paint with a rationally designed nanoparticle- modified C- S- H 

porous network that ensures high solar reflectance, minimal optical 

variation upon transition between hydrated and dehydrated states, 

and high thermal emittance, showing unprecedented cooling per-

formance in a pilot demonstration.

Optical performance of cement cooling paint (CCP)
Scanning electron microscopy (Fig. 1B and fig. S1, B and C) reveals 

that CCP has a homogeneous, interconnected porous structure 

(~1 μm pore diameter), with barium sulfate (BaSO4) nanoparticles 

(~400 nm) firmly bonded to a C- S- H matrix. Simulations confirm 

strong Mie scattering from nanoparticles (300 to 1500 nm), covering 

~90% of solar energy [Fig. 1B, inset; section 2 of (3)]. In comparison 

to titanium dioxide (TiO2), BaSO4 exhibits negligible ultraviolet light 

absorbance, reducing solar heating by ~4 to 7% (13, 14). Additionally, 

CCP’s porous structure enhances solar reflectance due to Mie scat-

tering at C- S- H/air boundaries, given the refractive index mismatch 

(Fig. 1C) (15). Consequently, CCP achieves ~93% solar reflectance in 

dry state (Fig. 1D).

Upon wetting, reduced refractive index mismatch at pore boundar-

ies weakens scattering, lowering reflectance (13). However, in the 

300-  to 1300- nm non–water absorptive range, CCP retains high re-

flectance (Fig. 1D), in contrast to reported reversible porous struc-

tures (15). High- resolution imaging confirms that nanoparticles 

remain attached to the porous matrix, stabilizing optical perfor-

mance by maintaining comparable scattering in wet and dry states 

(fig. S1C and Fig. 1E). Increased nanoparticle coverage further mini-

mizes reflectance drop in wet state (Fig. 1E, inset, and fig. S1D). Bare 

C- S- H matrix exhibits obvious reflectance loss owing to the weakened 

boundary scattering, whereas nanoparticle- coated pores sustain 

strong scattering by preventing direct C- S- H/water contact. As con-

firmed in Fig. 1F and fig. S1E, reflectance loss (Rdry − Rwet) decreases 

with higher BaSO4 content. CCP- 30, optimized by nanoparticle in-

corporation, exhibits <2% solar reflectance variation from ultraviolet 

light to 1300 nm while maintaining good mechanical strength (movie 

S1). The optimized nanoparticle and pore dimensions efficiently scat-

ter near- infrared light while preserving a margin on visible light 

reflection, keeping high solar reflection yet mitigating visual discom-

fort. Although reflectance declines from 1300 nm to 2500 nm because 

of reduced pore scattering and water’s intrinsic near- infrared light 

absorption, this accounts for only ~2% of total solar irradiance 

(Fig. 1F and fig. S2A). Consequently, CCP- 30 shows only ~4% overall 
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reflectance variation across the solar spectrum upon wet- dry transitions 

(fig. S2B). Meanwhile, CCP- 30 exhibits around 95% long-wavelength 

infrared emittance thanks to the intrinsic vibrations of chemical 

bonds (Fig. 1G, inset), which is higher than the sample without poly-

vinyl alcohol (PVA) additive, C- B- 30 (Fig. 1G and fig. S3A) (16–18). 

Notably, CCP- 30, with its compact internal structure (fig. S3, B and 

C), has high strength to ensure mechanical robustness (19, 20).

Structural and mechanical design of CCP
CCP- 30 forms through the hydration of cement powder, generating a 

C- S- H gel that enhances strength and durability (21). The water- to- cement 

(W/C) ratio, typically between 0.4 and 1, balances mechanical strength 

and workability (22). Although increasing the W/C ratio improves nano-

particle dispersion and optical performance, it also affects capillary 

porosity (50 nm < d < 10 μm), as water molecules create pores upon 

Fig. 1. Concept and optical performance of CCP- 30. (A) Comparison of radiative cooling paint versus integrated cooling paint for buildings. P, power; R, reflection; Rad, 

radiation; Abs, absorption; Evp, evaporation; Pin, incident heat. (B) SEM image of C- S- H porous structure and surficial bonded nanoparticles. (Inset) Scattering efficiency 

simulation. (C) Scattering efficiency change of porous structure (D = 1 μm) under wet and dry states. (Inset) Refraction index difference among paint matrix (BaSO4, C- S- H gel), 

water, and air. (D) Solar reflectance spectrum of CCP- 30 under dry and wet states. (E) Scattering efficiency change of nanoparticle (D = ~400 nm) under wet and dry states. 

(Inset) Schematic illustration of synergic scattering effect by pore boundaries and nanoparticles under different states. “High- incorporation” means more nanoparticles.  

(F) Reflectance reduction of different samples in non–water absorptive range upon wetting. Error bars represent standard deviation of multiple measurements. (G) Emissivity 

spectra within the atmospheric window. (Inset) Bond type and vibration range.
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evaporation (23–25). However, excessive water (e.g., W/C ratio = 2) 

results in weak, chalky structures owing to poor C- S- H connectivity 

(fig. S4A). Thus, CCP- 30, having optimal W/C ratio, exhibits excellent 

strength [minimal weight loss even under severe abrasion (fig. S4B)] 

while maintaining sufficient porosity. Weak structures in pure ce-

ment samples arise from inadequate C- S- H particle compaction dur-

ing hydration, as confirmed by the obvious boundaries of hydrated 

C- S- H (Fig. 2A and fig. S5). Added BaSO4 nanoparticles mitigate this 

issue by forming weak hydrogen bonds with water (fig. S6), reducing 

free water content (Fig. 2A) and enhancing powder compaction. CCP- 30 

slurry achieves an effective W/C ratio range of 0.38 to 0.47, yielding 

a compact structure with workability comparable to that of standard 

mortar paint [fig. S7; section 3 of (3)] (26). Its viscoelastic properties 

allow adjustable thickness (up to 2.28 mm) in a single vertical paint-

ing, facilitating water storage and aesthetic applications.

Early hydration cracks (Fig. 2B, C- B- 30) and weak surfaces (fig. S4B, 

C- B- 30) indicate that nanoparticles alone do not ensure robustness. Fast 

water loss upon paint installation induces capillary pressure–driven 

plastic shrinkage (Fig. 2C, C- B- 30) (27). To address this shrinkage, 

~2 wt % PVA and LiCl were incorporated (Fig. 2B, CCP- 30), creating a 

stronger hydrogen bonding network and hygroscopic effect to retain 

moisture, minimizing plastic shrinkage (Fig. 2C, CCP- 30). PVA chains 

provide ample oxygen sites for interaction with silicate and calcium 

hydroxyl, effectively enhancing robustness by forming a network- like 

film to bridge cracks inside the C- S- H matrix (28, 29).

C- B- 30’s weak surface suggests a lower C- S- H density due to in-

complete hydration (10). Raman spectrum confirms the presence 

of C- S- H matrix in both samples, yet distinct peaks around 1500 cm
−1

 

suggest the reduced hydration degree in C- B- 30 [Fig. 2D; section 4 

of (3)] (21, 30, 31). The polymeric network and hygroscopic salt in 

CCP- 30 facilitate prolonged hydration, improving C- S- H intercon-

nection. PVA acts as an internal water reservoir, ensuring continu-

ous hydration, whereas C- B- 30 lacks adequate water, leading to 

weak structures (Fig. 2E) (29). The initial curing time of CCP- 30 (2 

to 3 hours, C191- 08 Vicat Needle Method) aligns with that of com-

mercial paints and is followed by continuous slower hydration that 

improves robustness. As a result of the extended curing process, the 

C- S- H matrix in CCP- 30 exhibits a more homogeneous crystalline 

Fig. 2. Mechanical performance. (A) Schematic illustration showing that a lower W/C ratio resulted in compact cement powder distribution within CCP- 30. (B) Optical 

images showing contrastive surficial morphology between C- B- 30 and CCP- 30. (C) Mechanism illustration of distinct water evaporation–induced structural difference.  

(D) Raman spectra of C- B- 30 and CCP- 30. (Inset) Enlarged view. a.u., arbitrary units. (E) Mechanism illustration of additive- induced distinct water evaporation (light gray, 

original cement particle; dark gray, C- S- H hydrate phase). (F) TEM images and related spotting EDS elemental spectra. (G) Mechanical strength comparison at day 7.  

Sample “C” is pure cement.
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structure than that of C- B- 30. Transmission electron microscopy 

(TEM) and energy- dispersive x- ray spectroscopy (EDS) reveal dis-

tinct matrix uniformity and Ca/Si ratios, confirming enhanced 

hydration in CCP- 30 [Fig. 2F; section 5 of (3)]. With securely bonded 

nanoparticles and evenly dispersed PVA and LiCl [figs. S8 and S9; 

section 5 of (3)], CCP- 30 shows an interconnected porous structure 

and exceptional robustness (Fig. 2G) during the spontaneous hydra-

tion process.

Fluidic design of CCP
With its interconnected porous structure, CCP- 30 replenishes water 

passively with rain and water vapor (Fig. 3A). Its hydrophilic surface 

enables fast capillary accumulation (fig. S10, A to C, and movie S1). 

The nonswelling porous framework and slow water accumulation by 

hygroscopic salt (fig. S11), with minimized absorption- induced heat-

ing, endow CCP- 30 with the capability of replenishing water from air. 

CCP- 30 can capture ~16 wt % water vapor for sustainable evapora-

tive cooling (fig. S10D). Notably, its low salt concentration prevents 

leaching upon heavy rain (fig. S10E). CCP- 30 has superior surface fluidic 

properties, preventing droplet formation and condensation under ex-

treme conditions, suggesting possible water replenishment through 

dew (fig. S10F).

Micro- CT (computed tomography) imaging (Fig. 3B) reveals a dif-

fusible porous network with reduced closed- pore formations in CCP- 30, 

contributing to balanced water cycling and mechanical stability. The 

better interconnection is attributed to the partially confined inter-

particle hydration through polymer wrapping outside C- S- H (29). 

Differential scanning calorimetry (DSC) indicates more efficient evapo-

rative behavior at ambient temperatures, which is further verified by 

thermogravimetric analysis (TGA) (Fig. 3C and fig. S12) (9).

To evaluate the impact of CCP- 30 on neighboring buildings, black 

absorbers were placed in front of CCP- 30 and HR- RC (a highly re-

flective BaSO4- based radiative cooling paint) under direct sunlight 

[Fig. 3D; section 6 of (3)] (9, 32, 33). Infrared imaging shows that 

CCP- 30 maintains ~5°C lower temperatures than HR- RC (Fig. 3E and 

fig. S13), with the black absorber in front of CCP- 30 surfaces being 8°C 

Fig. 3. Fluidic property and cooling mechanism. (A) Water uptake comparison. Error bars represent standard deviation of multiple measurements. (B) Porous network 

evaluation through water absorption and micro- CT scan. Error bars represent standard deviation of three measured samples. (C) DSC characterization of water evaporation 

behaviors. (Inset) Pure water evaporation profile. (D) Schematic (top) and heat mapping (bottom; measured at 11:30 a.m.) of the setup, where samples were stabilized under 

direct sunlight for 30 min. (E) Weather conditions (top) and black absorbers’ temperature (bottom). (F) Cooling potential comparison based on typical Singapore climates at 

different facings. The negative interior power flow represents that active power is required to maintain the boundary condition.
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cooler. This reduction in heat flux indicates that CCP- 30 dissipates 

heat through evaporative cooling rather than solely by reflecting solar 

irradiance like HR- RC, effectively mitigating the UHI effect.

The cooling performance of CCP- 30 and HR- RC in tropical Singapore 

was evaluated through quasi- static thermal assessment [Fig. 3F and 

fig. S14; section 7 of (3)] (9). Maintaining an interior temperature of 

26°C, CCP- 30 demonstrated up to 140 W/m
2
 cooling power, outperforming 

HR- RC by a factor of 3 to 10, depend-

ing on orientation. This effective-

ness is further confirmed by interior 

power flow measurements, showing 

CCP- 30’s superior cooling capability 

and adaptability.

Evaluation on decoupled passive 

methods under adiabatic boundary 

conditions was conducted to better 

understand the working principles 

of integrated cooling (fig. S15), which 

outperforms radiative cooling at 

lower humidity, achieving higher 

output power and lower surface 

temperatures, which is especially 

effective for facades. In contrast to 

radiative cooling that has limited 

cooling at high humidity and cer-

tain orientations, evaporative cooling 

maintains consistent cooling with 

varying orientations [section 8 of 

(3)]. A further extension to a one- 

dimensional near- static model was 

built for evaluating the potential of 

integrated cooling from both mate-

rial and climatic aspects, aiming to 

provide insights for the design of 

integrated cooling products beyond 

paint [figs. S16 and S17; section 7  

of (3)].

Outdoor cooling performance 
and environmental impact
A long- term surface- level cooling 

experiment was conducted (fig. S18A), 

comparing CCP- 30 with a commer-

cial radiative cooler [commercial RC 

paint (CRCP): Nippon Solareflect 

Si], whose optical characteristics are 

shown in fig. S13 (9, 32). The results 

demonstrate that capillary absorp-

tion provides more effective cooling 

(up to 7°C) than moisture capture 

(up to 3°C) owing to greater water 

replenishment. During intermittent 

rainfall, evaporative cooling was en-

hanced by water staying on the CRCP 

surface. High humidity further con-

strained evaporative cooling, where as 

heavy rainfall led to similar tem-

peratures on both samples. Besides, 

it is important to balance moisture 

capture and salt leaching upon fre-

quent rainfall for sustainable cool-

ing as well as to consider the design 

strategy for several typical climates 

[fig. S18, B and C; discussion in sec-

tion 9 of (3)].

We assessed indoor temperature reduction and electricity savings 

to quantify the cooling paint’s effectiveness. A test was conducted on 

three identical houses (50 cm by 40 cm by 70 cm) made of industrial 

concrete blocks (10 cm thick) coated with different paints, including 

CCP- 30, CRCP, and normal white paint (NWP) (Fig. 4, A and B, and 

figs. S13 and S18D). As a result of the high heat capacity and low 

thermal conductivity of concrete, delayed temperature peaks were 

Fig. 4. Field tests. (A) Optical (top) and infrared (bottom) images of the three demo houses coated with different paints. 

(B) Three- day cooling performance test of different paints on demo houses (12 to 15 May 2023; top); air temperature during 

the test is provided in fig. S18D. (C and D) Electricity savings test in a livable house (3 m by 3 m by 4 m), where independent 

electricity meters and air- conditioning systems (EuropAce, EPAC 12C) were installed. (E) Two sets of 3- day (sunny and rainy, 

11 to 14 August 2023; rainy and cloudy, 15 to 18 August 2023) electricity consumption in different weather. Room temperature 

was set at 26°C on the air- conditioning systems. Daily weather profiles can be found at www.weather.gov.sg/climate- 

historical- daily [search: “Jurong (West)”]. (F) Month- long electricity consumption (18 August to 16 September 2023).  

(G) Year- round energy saving simulation of a typical four- story house under Singapore climate. RC, rooftop coated; AC, all-facade 

coated. (H) Carbon footprint analysis through life- cycle assessment. Daily weather profiles can be found at www.weather.gov.

sg/climate- historical- daily [search: “Jurong (West)”].
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observed with respect to that of solar irradiance. The CCP- 30–coated 

house maintained the lowest indoor temperature throughout the 

test, remaining >4.5°C cooler than the others. The lower sidewall 

temperature of CCP- 30 was attributed to its evaporative cooling (in-

frared image in Fig. 4A, taken at 2:30 p.m., 13 May 2023). Despite 

similar optical properties among the paints, CCP- 30 demonstrated 

superior cooling thanks to its integrated cooling.

To quantify energy savings, we applied NWP, CRCP, and CCP- 30 to 

habitable concrete houses equipped with air conditioning and elec-

tricity meters (Fig. 4, C and D). Over the course of two 3- day experi-

ments (Fig. 4E), CCP- 30 demonstrated energy savings of between 30 

and 40% in comparison to the other paints during alternating sunny 

and rainy days. During continuous rainy and cloudy days, CCP- 30 

maintained ~40% energy savings over other paints. The similar elec-

tricity consumption of NWP-  and CRCP- painted houses indicates 

minimal contribution of radiative cooling on rainy or cloudy days. 

The substantial energy savings of CCP- 30 were attributed to evapora-

tive cooling, even with high humidity. A comparison (fig. S19) clearly 

showed that CCP- 30 exhibited the lowest energy consumption and 

the least sensitivity to weather fluctuations. A month- long test 

(Fig. 4F) confirmed electricity savings of up to 40% compared with 

commercial paints, with a difference of ~6% between NWP and CRCP. 

The electricity consumption difference (~170 kWh) suggests an addi-

tional ~243 W cooling power from CCP- 30 by effectively mitigating 

the peak of solar heating, shaving the temperature peak on the wall. 

Scalable simulation through EnergyPlus revealed a consistent energy 

savings difference (~34%) with experimental results, where ~68,333.3 

kWh electricity could be saved annually upon full installation of CCP- 

30 on a four- story house [Fig. 4G; section 10 of (3)]. Additionally, 

life- cycle analysis reveals an ~28% lower functional- unit (FU) and 

~65% lower unit- mass carbon footprint of CCP- 30 than NWP, indicat-

ing substantial environmental benefits [Fig. 4H and fig. S20; sec-

tion 11 of (3)].

According to design criteria, applicability-related features were 

evaluated in terms of cost-effectiveness, scalability, and ease of instal-

lation [figs. S21 and S22A and movie S2; discussion in sections 12 to 

14 of (3)]. Made from cementitious material and inorganic pigments, 

CCP- 30 costs 10 to 30 times less than commercial alternatives [sec-

tion 15 of (3)]. Unlike conventional resin- based paints, CCP- 30 cures 

volumetrically with water, maintaining its thickness and requiring 

fewer coats, which substantially reduces labor costs. Its optimized 

rheology allows a single- layer application of 1- mm thickness, ensuring 

durability and ease of use [fig. S22, B and C; section 16 of (3)]. The 

paint demonstrates superior adhesion, robustness, and weather resis-

tance, maintaining optical stability and resisting color degradation 

over time [figs. S23 and S24, A to E; sections 17 and 18 of (3)]. Compared 

to CRCP and NWP, CCP- 30 enhances energy savings by 5 to 10% an-

nually thanks to its superior optical stability (fig. S24, E and F). Its 

matte surface reduces glare while maintaining high reflectivity, and 

its mold- resistant and cleanable surface hinders dust accumulation 

[figs. S24, G to I, S25, and S26; section 18 of (3)]. It also poses no cor-

rosion risk to reinforced concrete [fig. S27; section 19 of (3)].

In summary, a paintable integrated passive cooler (CCP- 30) has been 

developed by combining radiative and evaporative cooling through a 

rational thermal- optical and mass transfer design. Sustainable evapo-

rative cooling is enabled by self–water replenishment through rain-

water and atmospheric moisture harvesting, stored in a hydroscopic 

porous network. CCP- 30 achieves up to 10 times higher cooling power 

than commercial cooling paints in tropical climates. In pilot- scale 

tests, it consistently achieves electricity savings of 30 to 40% compared 

with radiative cooling, cutting carbon emissions proportionally. As 

a water- based cementitious paint, CCP- 30 offers high mechanical 

strength, weather resistance, fast curing, and cost- effectiveness. Its 

self- curing mechanism and strong adhesion, offering ease of applica-

tion, make it suitable for various surfaces. This work demonstrates an 

innovative passive cooling solution with practical viability for global 

decarbonization.
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SOLID STATE PHYSICS

Direct measurement of the 
quantum metric tensor in solids
  

Sunje Kim1,2,3†, Yoonah Chung4†, Yuting Qian1,2,3†, Soobin Park4, 

Chris Jozwiak5, Eli Rotenberg5, Aaron Bostwick5, Keun Su Kim4*, 

Bohm- Jung Yang1,2,3* 

The quantum metric tensor is a central geometric quantity in 

modern physics that is defined as the distance between nearby 

quantum states. Despite numerous studies highlighting its 

relevance to fundamental physical phenomena in solids, measuring 

the complete quantum metric tensors in real solid- state materials 

is challenging. In this work, we report a direct measurement of the 

full quantum metric tensors of Bloch electrons in solids using black 

phosphorus as a representative material. We extracted the 

momentum space distribution of the pseudospin texture of the 

valence band from the polarization dependence of angle- resolved 

photoemission spectroscopy measurement. Our approach is 

poised to advance our understanding of quantum geometric 

responses in a wide class of crystalline systems.

The quantum geometric tensor (QGT) can delineate the geometric 

attributes inherent in quantum states (1, 2). Recent investigations 

underscore the central contribution of the QGT in describing a broad 

spectrum of electronic (3, 4) and optical (5–7) properties observed 

in solid systems. The QGT is expressed by the complex- valued tensor 

Qij (i and j represent indices for spatial coordinates) whose real and 

imaginary parts are the quantum metric and the Berry curvature, 

respectively (8). The Berry curvature can be interpreted as the ficti-

tious magnetic field induced by the topological monopole (9), which 

fundamentally modifies the electron's equation of motion (10); vari-

ous quantized and topological electronic transport phenomena, in-

cluding quantum anomalous Hall effect (11–13), quantized Faraday 

and Kerr rotation (14), and the Fermi arc in the topological semimetal 

(15), have been attributed to the Berry curvature effects. The momen-

tum space distribution of the Berry curvature has been measured in 

various solid systems by estimating the local orbital angular momen-

tum by using the circular dichroism angle- resolved photoemission 

spectroscopy (CD- ARPES) signal (16–20).

On the other hand, the quantum metric, which is the real part of 

the QGT, has been spotlighted recently as an important geometric 

quantity explaining various fundamental physical phenomena. Defined 

as the distance between two different quantum states (21), the quan-

tum metric has been shown to quantify the spread of the Wannier 

function in real space (22) and to describe the electric quadrupole 

moment of the localized wave packet (23, 24). Moreover, the quantum 

metric was shown to influence electronic transport property and su-

perconductivity critically. For example, quantum metric affects the 

nonlinear Hall effect in a space- time inversion symmetric system char-

acterized by zero Berry curvature (25, 26). Additionally, superconduc-

tivity was shown to be induced in the energetically flat band owing 

to the nontrivial quantum metric (27–29). Lastly, with increasing 

attention to this quantity, a myriad of physical phenomena originating 

from the quantum metric in solids has been found, including the 

anomalous Landau level of flat bands (30–32), excitonic Lamb shift 

(33), and geometric orbital susceptibility (34, 35).

Direct measurements of the quantum metric have focused on simple 

artificial two- level systems (36–38). An indirect measurement of a 

portion of the quantum metric in solids was achieved only recently 

using CD- ARPES experiments (20). However, that approach cannot be 

extended to extract the complete quantum metric tensor  Gij, which 

has three independent components, Gxx, Gxy, and  Gyy in two dimen-

sions, contrary to the Berry curvature tensor  Fij with only one inde-

pendent component  Fxy because of its antisymmetric nature. It is thus 

essential to design an effective methodology for the direct measure-

ment of the full quantum metric tensor in solid- state systems.

In this work, we report the experimental measurement of the com-

plete quantum metric tensor of the Bloch electronic states in solids. 

Our investigation centers on the pseudospin measurement through 

polarization- dependent ARPES experiments on bulk black phosphorus 

(BP) whose low- energy band structure is well- described by an effective 

two- band Hamiltonian. The two quantum states of the two- band 

Hamiltonian are equivalently described by a pseudospin, which can 

be represented by a vector on the Bloch sphere (Fig. 1, A and B). The 

measurement of the pseudospin enables the direct determination of 

the complete quantum metric tensor for the two quantum states near 

the Fermi level, which governs the electric transport and optical prop-

erties of the materials in a low- energy regime (3–5, 25, 26).

More explicitly, BP, characterized by a puckered honey comb lattice 

structure (Fig. 2A), possesses space- time inversion symmetry and weak 

spin- orbit coupling. The symmetry inherent in the system results in 

the pseudospin Hamiltonian residing along a great circle of the Bloch 

sphere. This characteristic allows the pseudospin to be precisely de-

termined by a rotation angle (θ) along the great circle, which can be 

directly measured by the polarization dependence of ARPES intensity 

taken from BP owing to its simple band structure (39–42). Considering 

that the symmetry of this system forces the Berry curvature to be 

uniformly zero across the entire Brillouin zone, the quantum metric 

tensor serves as a complete specification of the full QGT, thereby gov-

erning the geometric characteristics of the quantum state. Our re-

search is poised to reveal a central role of quantum geometry in the 

experimental exploration of physical phenomena dictated by the quan-

tum metric tensor in solid- state systems.

Measuring the complete quantum geometric tensor in solids
Before presenting our ARPES experimental results, we first explain 

the central idea for measuring the complete QGT in solids with Fig. 1. 

The QGT Qn

ij
(k) of the nondegenerate cell- periodic Bloch state ��un

(k)⟩ 

with the crystal momentum k and the band index n is given by

where )ki
= ) ∕ )ki is the differential operator on the momentum k

i
, 

and Pn(k) =
�
�un(k)⟩⟨un(k)

�
� is the projection operator onto ��un(k)⟩. Given 

the complex- valued tensor Qn

ij
(k), its real and imaginary parts give rise 

to the quantum metric Gn

ij
(k) and the Berry curvature Fn

ij
(k) of ��un(k)⟩ as

For the exact calculation of Gn

ij
(k) and Fn

ij
(k), each component of 

�
�un

(k)⟩ should be precisely determined, which requires a huge effort 

in real solid systems because of the large dimension of ��un(k)⟩. However, 

Qn

ij
(k) =

⟨
)ki

un(k)
|||
[
1−Pn(k)

]|||
)kj

un(k)

⟩
 (1)

Gn

ij
(k) = Re

[

Qn

ij
(k)

]

 (2)

Fn

ij
(k) = −2Im

[

Qn

ij
(k)

]
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if the low- energy band structure near the Fermi level can be well- 

described by two quantum states energetically separated from other 

bands (Fig. 1A), then ��un(k)⟩ can be approximately described by an 

eigenstate 
||
|
u
n,eff

(k)
⟩
 of a 2 × 2 effective Hamiltonian H

eff
(k) given by

where a0 is a real number, σ0 is the 2 × 2 identity matrix, a is the three- 

component real- valued vector, and � =

(

σ
x
, σ

y
, σ

z

)

 is a vector of Pauli 

matrices. Because the two- component state 
||
|
u
n,eff

(k)
⟩
, called the pseu-

dospin spinor state (43), well approximates ��un
(k)⟩, Gn

ij
(k) and Fn

ij
(k) can 

be computed by using 
||
|
un,eff(k)

⟩
 instead of ��un(k)⟩. Also, equivalently, we 

can express the QGT using the Bloch vector â ≡ a∕ |a| (Fig. 1B). Given 

that the Bloch vector ̂a(k) includes all the information of the pseudospin 

spinor state, Gn

ij
(k) and Fn

ij
(k) can be expressed in terms of â(k) (Fig. 1, 

C and D) as (44)

In bulk BP, because of the space- time inversion symmetry with weak 

spin- orbit coupling, the Bloch vector always lies on a great circle on 

the Bloch sphere (45) and, thus, can be determined by the rotation 

angle θ(k) along the great circle. After choosing the basis in a way that 

the great circle is placed on the z = 0 plane of the Bloch sphere, the 

pseudospin can be expressed in terms of θ(k) as

The corresponding pseudospin spinor 

state 
||
|
un,eff(k)

⟩
, which is the lower energy eigen-

state of the effective Hamiltonian in Eq. 4, 

is given by

where C(k) is the U(1) phase factor. Note that 

the pseudospin spinor state can be inter-

preted as a superposition of two states 

localized at two sublattices with a phase 

difference. Let us suppose that the tight- 

binding basis �A⟩ = (0, 1)
T
 [resp. �B⟩ = (1, 0)

T
] 

is the electron’s state localized at a sublattice 

site A (resp. B). Then 
||
|
un,eff(k)

⟩
 in Eq. 8 can 

be interpreted as a linear combination of the 

states �B⟩ and �A⟩ with the phase difference 

e
iθ(k). In the case of the BP, the phase differ-

ence between the sublattice sites A and B in 

Fig. 2A in one sublayer is approximately given 

by eiθ(k), where θ(k) is the pseudospin rotation 

angle of the BP (45). In Fig. 2B, we illustrate 

the pseudospin spinor states for θ = 0, π by 

showing the relative phase difference between 

the sublattice site A and B. The quantum 

metric tensor Gn

ij
(k) and the Berry curvature 

F
n

ij
(k) can also be calculated using θ(k) as

where the Berry curvature is identically zero 

owing to the spinless space- time inversion 

symmetry (46). Therefore, the measurement of θ(k) can give the com-

plete determination of the full QGT in the momentum space.

The rotation angle θ(k) is precisely measurable through the polariza-

tion dependence of the ARPES intensity. More specifically, we used 

four kinds of polarizations of the incident light: linear horizontal (LH), 

linear vertical (LV), left- handed circular (LC), and right- handed circu-

lar (RC) polarizations (Fig. 2A). By using the ARPES intensities ILH, 

ILV, ILC, and IRC, for each polarization, we defined the linear dichroism 

(LD) APRES signal p
L
=
(

I
LH

− I
LV

)

∕
(

I
LV

+ I
LH

)

 and the CD- APRES 

signal pC =
(

IRC− ILC

)

∕
(

IRC+ ILC

)

 . Then, approximating the final state 

as multiple plane wave functions (39, 42), these signals are related to 

the pseudospin by

which give us complete information to determine θ (39–42). Moreover, 

to exclude any possible issue related to the final state effect, we have 

also developed a general symmetry- based method to extract the pseu-

dospin from the ARPES signal without approximating the form of the 

final state, which gives

where M
LV

 is the dipole matrix element for the LV- polarized light. For 

a more detailed explanation of the theoretical analysis leading to 

Eq. 12, see (45).

H
eff
(k) = a

0
(k)σ

0
+ a(k) ⋅ σ  (4)

Gn

ij
(k) =

1

4
)ki

â(k) ⋅ )kj â(k)  (5)

Fn

ij
(k) =

1

2
â(k) ⋅

[

)ki
â(k)×)kj

â(k)
]

 (6)

â(k) = [−cos θ(k), sin θ(k), 0]  (7)

�
��
u
n,eff

(k)
�
=

C(k)
√
2

�
e
iθ(k)

1

�

 (8)

Gn

ij
(k) =

1

4
)ki

θ(k))kjθ(k)  (9)

Fn

ij
(k) = 0  (10)

pL = cos θ, pC = sin θ  (11)

cosθ = 1 − 2

|
|
|
M

LV

(
kx , ky

)|
|
|

2

|
|
|
M

LV

(
kx, 0

)|
|
|

2  (12)

C

B

D

A

Fig. 1. Strategy for measuring the complete quantum geometric tensor in solids using the pseudospin. 

(A) The low- energy band structure of BP where the red and black lines are the energy bands. The two bands near 

the Fermi level (the red lines in the blue dashed circle) can be described by a 2 × 2 effective Hamiltonian 

Heff = a0σ0 + a ⋅ σ, where a0 is a real number, σ0 is the 2 × 2 identity matrix, a is a three- component real- valued 

vector, and � =
(

σx, σy, σz

)

 is a vector of Pauli matrices. Here, the lower- energy eigenstate ��ueff⟩ of Heff describes 

the topmost occupied state, which we call the pseudospin spinor state. (B) The Bloch vector â = a∕|a| on  

the Bloch sphere corresponding to the pseudospin spinor state ��ueff⟩. The quantum geometric tensor of the 

pseudospin spinor can be calculated by using â  as Fij =
1

2
â ⋅

(

)ki
â×)kj â

)

,Gij =
1

4
)ki

â ⋅ )kj â. For the experimental 

measurement of the pseudospin spinor in the momentum space, we used the polarization dependence of ARPES 

intensity. (C and D) Schematic description for the Berry curvature Fij, which is the fictitious magnetic flux from 

a Weyl point, and the quantum metric Gij, which describes the distance between two infinitesimally separated 

quantum states. In two dimensions, the Berry curvature is a scalar quantity with a single component Fxy. By 

contrast, the quantum metric is a tensor object with three independent components (Gxx, Gyy, Gxy), which makes 

it difficult to measure completely in experiments. Re, real; Im, imaginary; Ω, Berry curvature.
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Measurement of the pseudospin texture in BP
We measured the QGT by utiliz ing the pseudospin texture in bulk 

BP. The bulk BP has an insulating band structure with a band gap of 

0.335 eV at the Z point, i.e., (kx, ky, kz) = (0, 0, π), of the Brillouin zone with 

the primitive unit cell (47). As the two energy bands near the Fermi 

level are mainly composed of the pz orbitals (47, 48), the corresponding 

two- band tight- binding model based on the pz orbitals correctly pre-

dicts the electronic and optical properties of the material consistent 

with ab initio calculational results (48). It was recently shown that BP 

exhibits a bipolar pseudospin texture, wherein electron and hole states 

near the Z point possess opposite net pseudospin polarizations, pre-

senting potential applications in pseudospintronics (38). In this sys-

tem, the highest occupied and the lowest unoccupied bands can be 

energetically inverted by applying an external electric field (49, 50) or 

doping on the surface (51). The band inversion process accompanies 

topological gap- closing points that exhibit the winding pseudospin 

texture around them (52).

The intriguing property of BP is that the pseudospin physics is well 

defined across a broad momentum space region. For example, in mono-

layer BP, although the unit cell contains four phosphorus atoms, thus 

the minimal tight- binding Hamiltonian has a 4 × 4 matrix form, the 

Hamiltonian takes a block- diagonal form composed of 2 × 2 matrices 

over the entire Brillouin zone owing to the crys-

talline symmetry (53), which allows pseudospin 

description based on a 2 × 2 block Hamiltonian. 

In the case of the bulk BP with eight phosphorus 

atoms in a unit cell, similar block- diagonalization 

occurs across the entire kz = 0 plane when the 

hopping parameters between layers are small 

(45). The minor change of the energy band and 

the quantum states along the kz direction (fig. S2) 

signifies the weak interaction between layers 

in bulk BP, thereby maintaining well- defined 

pseudospin characteristics over a substantial 

Brillouin zone region, where the band structure 

has predominantly  pz orbital characters.

ARPES is an adequate experimental means to 

extract and quantify the net pseudospin polariza-

tion of BP because the pseudospin polarization 

can be correlated with the photon polarization 

dependency of ARPES intensity in the case of 

elemental crystals with little contribution of 

final- state effects (45). If the scattering plane is 

aligned along the yz plane (see Fig. 2A, where x 

and y axes are along the armchair and zigzag 

directions of BP, respectively), then quantum 

interference between two sublattices results in 

the ARPES selection rule reflecting their relative 

phases, that is, pseudospin. Linear horizontal 

(LH)–polarized light excites the pseudospin 

states of θ = 0 (see Eq. 8) with even parity; linear 

vertical (LV)–polarized light suppresses the pseu-

dospin states of θ = 0. By contrast, LV- polarized 

light excites the pseudospin states of θ = π with 

odd parity (Fig. 2, B and C). Based on the rule of 

correlation between photon polarizations and 

sublattice interference, the pseudospin polariza-

tion of  θ = ±π/2 corresponding to the yellow 

and green pseudospin in Fig. 2C is excited most 

strongly for the left circularly (LC)– and right 

circularly (RC)–polarized light, respectively. 

For more detailed information on this selection 

rule, see (45).

Figure 2, D to G, shows the distribution of 

ARPES intensity in the electronic structure of 

BP, collected by curve fitting to energy distribution curves taken as a 

function of kx and ky (see fig. S4 for the fuller set of raw ARPES data). 

The ARPES intensity pattern taken by LH- polarized light in Fig. 2D 

shows a clear suppression around the zigzag axis azt kx = 0. Away from 

this kx = 0 line, the intensity is much stronger. By contrast, ARPES 

data taken with LV- polarized light in Fig. 2E show exactly opposite 

tendencies: stronger intensity can be found at the kx = 0 line, and the 

intensity is much weaker away from the kx = 0 line. By subtracting 

the data in Fig. 2E from that in Fig. 2D after intensity normalization, 

the LD- ARPES intensity pattern is presented in Fig. 2F, where the 

pseudospins θ = 0 and θ = π are shown in blue and red, respectively, 

as defined in Fig. 2C. Electronic states in the vicinity of the kx = 0 line 

are strongly polarized to the pseudospin θ = π. In a similar way, one can 

obtain information on the pseudospin polarization to θ = π/2 (yellow) 

and 3π/2 (green) by subtracting those taken by LC-  and RC- polarized 

light (CD- ARPES), as shown in Fig. 2G. The CD- ARPES intensity pat-

tern shows that half the Brillouin zone on the left is polarized to θ = 

π/2, whereas the other half is polarized to θ = 3π/2, which is therefore 

antisymmetric with re spect to the kx = 0 line. The LD- ARPES and CD- 

ARPES intensity patterns do not depend on the photon energy and 

scattering geometry (see figs. S5 and S6), indicating that they reflect 

information on initial states with little contribution from final- state 

B

C

A

D E F G

Fig. 2. Measurement of the pseudospin texture by ARPES. (A) Schematic illustration for experimental geometry, 

sample orientation, and scattering plane. The cyan and magenta arrows indicate incoming photon and outgoing 

photoelectron, respectively; the scattering plane shown in light green is parallel to the glide mirror plane of BP.  

The white and black balls are phosphorus atoms of BP in A and B sublattices, respectively. (B) Relative phase of 

wave functions in the two sublattices for the pseudospin θ = 0 of even parity (blue arrow pointing to the left) 

and the θ = π of odd parity (red arrow pointing to the right). (C) Bloch sphere for wave functions in A and B 

sublattices. The four representative pseudospins characterized by θ = 0, π∕2, π, 3π∕2 are indicated by blue, 

yellow, red, and green arrows, respectively. The double- head or curved arrows show polarization conditions 

required to excite the blue, red, yellow, green pseudospin states, respectively. (D and E) ARPES intensity of BP taken 

with LH (D) and LV polarization (E) at a temperature of 6 K. Each energy distribution curve at kx and ky is fit to 

determine the energy position, and the ARPES intensity at the energy position is plotted as a function of kx and  

ky. (F) LD- ARPES intensity map taken by subtracting the intensity in (E) from that in (D). Before this subtraction,  

the two maps in (D) and (E) are normalized based on their maximum intensity in constant- energy maps at 0.54 

to 0.63 eV (fig. S4). (G) CD- ARPES intensity pattern taken by subtracting the map taken by RC polarization from  

that taken by LC polarization.
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effects. Therefore, we could obtain the 

full pseudospin texture that can be 

used to extract the quantum metric  

tensor.

Comparison of the measured 
pseudospin distribution 
with theory
We compared the pseudospin texture 

measured from the polarization depen-

dence of ARPES intensity as in Fig. 2 

with theory. To accurately extract the 

quantum metric tensor of bulk BP, we 

performed density functional theory 

(DFT) calculations. We first optimized 

our experimental crystal structure with 

the optB88- vdW as van der Waals den-

sity functional (54). The relaxed lattice 

structure has a = 4.441 Å, b = 3.346 Å, 

and c = 10.719 Å , shown in Fig. 3, A and 

B, associated with the Brillouin zone of 

the primitive cell in Fig. 3C. With this 

optimized structure, we conducted 

electronic band structure calculations 

with the HSE06 hybrid functional 

(55). This approach overcame the limi-

tations of local density and generalized 

gradient approximations, accurately 

predicting a 0.33- eV gap at Z point rep-

resented in Fig. 3C, consistent with the 

experimentally observed narrow gap 

range around 0.335 eV (39, 47). Including 

spin- orbit coupling (SOC) in the calcu-

lations revealed negligible changes in 

the band structure. Consequently, we 

neglected SOC in following calcula-

tions. To calculate the pseudospin of BP 

near the band gap, we constructed the 

tight- binding model, which faithfully 

describes the Bloch state as well as the 

energy band near the Fermi level (45).

In Fig. 3D, we present the pseudo-

spin rotation angle, θTB(k), derived 

from a tight- binding (TB) model (45). 

Notably, as depicted in Fig. 3D, θTB(k) 

is an odd function for kx around θTB = 

π and an even function for ky. This ob-

servation can be attributed to the dif-

ferent symmetry representations of the 

glide mirror symmetry, Gx, and the mir-

ror symmetry, My (45). The measured 

pseudospin angle θ
PW

exp
(k) and θ

GFS

exp
(k) 

deduced from the ARPES experiment 

in Fig. 2 with the plane wave (PW) ap-

proximation and general final state 

(GFS) approach (45), respectively, are illustrated in Fig. 3, E and F. A 

comparative analysis of θTB(k), θ
PW

exp
(k), and θ

GFS

exp
(k) in Fig. 3, D to F, 

reveals a similarity in their values and symmetries. To compute the 

derivatives of the pseudospin in order to obtain the quantum metric 

tensor through Eq. 9, we fit seventh- order polynomials around the Z 

point, considering the symmetries of BP to obtain smooth functions 

for each θ
PW

exp
(k) and θ

GFS

exp
(k). We note that this fitting procedure re-

mains impartial to the theoretical model and serves to mitigate potential 

experimental errors associated with each dataset, which could otherwise 

exert adverse effects on the derivative of θ
PW

exp
(k) and θ

GFS

exp
(k).

Determination of the quantum metric tensor using 
the pseudospin
By utilizing the fitted pseudospin angle θ

GFS

exp
(k) and the relationship 

between the pseudospin and the quantum metric tensor established 

in Eq. 9, we calculated the quantum metric tensor associated with the 

highest valence band of bulk BP. The results are depicted in Fig. 4, A 

to D. Consistent with the weak interlayer interaction along the z direc-

tion, we observed minimal changes in both energy and quantum states 

along the kz direction (see fig. S2). Consequently, we restricted our 

quantum metric tensor calculations to the kx- ky plane with kz = π. In 

C

BA

D E F

Fig. 3. Momentum space distribution of the pseudospin: theory versus experiment. (A and B) Side and top views, 

respectively, of the lattice structure of the bulk BP Phosphorus atoms in different sublayers are marked with different 

colors. Bulk BP is formed by vertical stacking of monolayers after a half lattice vector displacement in the y direction. The 

blurred balls in (B) represent their location in the lower layer. (C) The energy band structure obtained by DFT calculations 

plotted along the high symmetry direction of the Brillouin zone shown in the right panel (45). The two bands near the band 

gap at the Z point are mainly contributed by pz orbitals represented by red dots. Δ, direct band gap of BP. (D) The 

pseudospin textures θTB
(

kx, ky

)

 near the Z point, obtained by using the Wannier Hamiltonian (45). (E and F) The 

pseudospin angles calculated from the polarization- dependent ARPES signal based on Eqs. 11 and 12, respectively. 

Polynomial fits of the pseudospin angles using a symmetric seventh- order polynomial are illustrated, which are used to 

calculate the quantum metric tensor by using Eq. 9 (45).

A B C D

HGFE

Fig. 4. The momentum space distribution of the quantum metric tensor: theory versus experiment. (A to D) The 

experimentally measured components of the quantum metric tensor (QMT) and its trace, Tr
[

G
]

= G
xx
+ G

yy
, of the highest 

valence band near the Γ point. To extract the QMT from experiments, the polynomial fit of the experimental pseudospin data 

in Fig. 3F was used, which was determined by considering a general final state (45). (E to H) The components of the quantum 

metric tensor and its trace for the highest valence band in Fig. 3C, which are directly calculated from DFT calculations (45).
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this case, the quantum metric tensor is characterized by three inde-

pendent elements, namely Gxx, Gxy, and Gyy. Additionally, we compute 

the trace of the quantum metric tensor, Tr[G] = G
xx

+ G
yy

, which re-

mains invariant for the rotation of the orthogonal coordinates around 

the kz axis. Although θ
PW

exp
(k) exhibit similar distribution as that of 

θ
GFS

exp
(k), the quantum metric tensor derived from θ

PW

exp
(k) deviates from 

the one derived from θ
GFS

exp
(k) owing to the limitation of the plane wave 

approximation (fig. S12).

From the results presented in Fig. 4, A to D, it is evident that the 

mag nitudes of each component decrease in the order of Gxx, Gxy, and 

Gyy. To elucidate the reason for this ordering, note that, as shown 

in Fig. 3F, the pseudospin exhibits a pronounced slope along the kx 

direction, whereas its inclination along the kx direction is compara-

tively smaller. Considering that Gij is determined by the product of two 

gradients of the pseudospin angle along  ki and  kj directions (see 

Eq. 9), the overall value of Gij decreases with an increase in the number 

of y indices. Additionally, a difference was observed between the mini-

mal anisotropy in the energy dispersion of the highest occupied band 

along the  kx and  ky directions, illustrated in Fig. 3C and fig. S1, and 

the significant anisotropy in  Gxx and Gyy, illustrated in Fig. 4, A and C, 

which is consistent with the fact that the energy band dispersion is 

not sufficient to determine the complete quantum metric tensor.

In Fig. 4, E to H, we present the quantum metric tensor for the high-

est valence band, directly calculated by DFT (45). A comparative analysis 

with the quantum metric tensor measured from the ARPES experi-

ment revealed similarities in the texture and overall values. However, 

it is noteworthy that the discrepancy associated with  Gxx is larger than 

that of  Gxy and Gyy. This discrepancy arises from the fact that, near 

the origin, the x- directional slope of θGFS
exp

 is steeper than that of θ
TB

. 

Consequently, Gxx from θGFS
exp

 becomes larger than that from θTB. On the 

other hand, the y- directional slopes of θGFS
exp

 and θ
TB

 are nearly the same, 

which can be confirmed from the minor discrepancy in Gyy (see Eq. 9).

Discussion and outlook
Our approach for estimating the QGT through pseudospin measure-

ments broadly applies to diverse solid systems: It can be applied to 

any material whose low- energy band structure can be described by an 

effective 2 × 2 Hamiltonian. Although the extension to multiband 

systems is generally challenging, we expect that our method can still 

be used if the low- energy band structure of multiband systems can be 

characterized by some pseudospin degrees of freedom with few inter-

band coupling parameters (56). The method we developed for QGT 

measurement establishes a foundational framework for investigating 

newly described physical phenomena in solids stemming from the QGT.

REFERENCES AND NOTES

 1. M. V Berry, in Geometric Phases in Physics (World Scientific Publishing, 1989), pp. 7–28.
 2. M. V. Berry, Proc. R. Soc. London Ser. A  392, 45–57 (1984). 
 3. P. Törmä, S. Peotta, B. A. Bernevig, Nat. Rev. Phys.  4, 528–542 (2022). 
 4. R. L. Klees, J. C. Cuevas, W. Belzig, G. Rastelli, Phys. Rev. B  103, 014516 (2021). 
 5. J. Ahn, G. Y. Guo, N. Nagaosa, A. Vishwanath, Nat. Phys.  18, 290–295 (2022). 
 6. G. E. Topp, C. J. Eckhardt, D. M. Kennes, M. A. Sentef, P. Törmä, Phys. Rev. B  104, 064306 

(2021). 
 7. N. Nagaosa, T. Morimoto, Adv. Mater.  29, 1603345 (2017). 
 8. Y. Q. Ma, S. Chen, H. Fan, W. M. Liu, Phys. Rev. B Condens. Matter Mater. Phys.  81, 245129 

(2010). 
 9. N. P. Armitage, E. J. Mele, A. Vishwanath, Rev. Mod. Phys.  90, 015001 (2018). 
 10. N. Nagaosa, J. Sinova, S. Onoda, A. H. MacDonald, N. P. Ong, Rev. Mod. Phys.  82, 

1539–1592 (2010). 
 11. R. Yu et al., Science  329, 61–64 (2010). 
 12. C. Z. Chang et al., Science  340, 167–170 (2013). 
 13. J. G. Checkelsky et al., Nat. Phys.  10, 731–736 (2014). 
 14. L. Wu et al., Science  354, 1124–1127 (2016). 
 15. S. Y. Xu et al., Science  347, 294–298 (2015). 
 16. S. Cho et al., Phys. Rev. Lett.  121, 186401 (2018). 
 17. M. Schüler et al., Sci. Adv.  6, eaay2730 (2020). 
 18. S. Cho et al., Sci. Rep.  11, 1684 (2021). 

 19. M. Ünzelmann et al., Nat. Commun.  12, 3650 (2021). 
 20. M. Kang et al., Nat. Phys.  21, 110–117 (2025). 
 21. J. P. Provost, G. Vallee, Commun. Math. Phys.  76, 289–301 (1980). 
 22. N. Marzari, D. Vanderbilt, Phys. Rev. B Condens. Matter  56, 12847–12865 (1997). 
 23. Y. Gao, D. Xiao, Phys. Rev. Lett.  122, 227402 (2019). 
 24. M. F. Lapa, T. L. Hughes, Phys. Rev. B  99, 121111(R) (2019).
 25. A. Gao et al., Science  381, 181–186 (2023). 
 26. N. Wang et al., Nature  621, 487–492 (2023). 
 27. H. Tian et al., Nature  614, 440–444 (2023). 
 28. F. Xie, Z. Song, B. Lian, B. A. Bernevig, Phys. Rev. Lett.  124, 167002 (2020). 
 29. L. Liang et al., Phys. Rev. B  95, 024515 (2017). 
 30. J. W. Rhim, K. Kim, B. J. Yang, Nature  584, 59–63 (2020). 
 31. Y. Hwang, J. W. Rhim, B. J. Yang, Nat. Commun.  12, 6433 (2021). 
 32. J. Jung, H. Lim, B. J. Yang, Phys. Rev. B  109, 035134 (2024). 
 33. A. Srivastava, A. Imamoğlu, Phys. Rev. Lett.  115, 166802 (2015). 
 34. Y. Gao, S. A. Yang, Q. Niu, Phys. Rev. B Condens. Matter Mater. Phys.  91, 214405  

(2015). 
 35. F. Piéchon, A. Raoux, J. N. Fuchs, G. Montambaux, Phys. Rev. B  94, 134423 (2016). 
 36. X. Tan et al., Phys. Rev. Lett.  122, 210401 (2019). 
 37. M. Yu et al., Natl. Sci. Rev.  7, 254–260 (2020). 
 38. A. Gianfrate et al., Nature  578, 381–385 (2020). 
 39. S. W. Jung et al., Nat. Mater.  19, 277–281 (2020). 
 40. M. Mucha- Kruczyński et al., Phys. Rev. B Condens. Matter Mater. Phys.  77, 195403  

(2008). 
 41. Y. Liu, G. Bian, T. Miller, T. C. Chiang, Phys. Rev. Lett.  107, 166803 (2011). 
 42. C. Hwang et al., Phys. Rev. B Condens. Matter Mater. Phys.  84, 125422 (2011). 
 43. D. Pesin, A. H. MacDonald, Nat. Mater.  11, 409–416 (2012). 
 44. Y. Hwang, J. Jung, J. W. Rhim, B. J. Yang, Phys. Rev. B  103, L241102 (2021). 
 45. Additional analyses are available as supplementary materials.
 46. D. Xiao, M. C. Chang, Q. Niu, Rev. Mod. Phys.  82, 1959–2007 (2010). 
 47. A. Morita, Appl. Phys., A Solids Surf.  39, 227–242 (1986). 
 48. A. N. Rudenko, S. Yuan, M. I. Katsnelson, Phys. Rev. B Condens. Matter Mater. Phys.  92, 

085419 (2015). 
 49. S. S. Baik, K. S. Kim, Y. Yi, H. J. Choi, Nano Lett.  15, 7788–7793 (2015). 
 50. Q. Liu, X. Zhang, L. B. Abdalla, A. Fazzio, A. Zunger, Nano Lett.  15, 1222–1228 (2015). 
 51. J. Kim et al., Science  349, 723–726 (2015). 
 52. J. Kim et al., Phys. Rev. Lett.  119, 226801 (2017). 
 53. M. Ezawa, New J. Phys.  16, 115004 (2014). 
 54. J. Klimeš, D. R. Bowler, A. Michaelides, J. Phys. Condens. Matter  22, 022201 (2010). 
 55. A. V. Krukau, O. A. Vydrov, A. F. Izmaylov, G. E. Scuseria, J. Chem. Phys.  125, 224106  

(2006). 
 56. B. Bradlyn et al., Science  353, aaf5037 (2016). 
 57. S. Kim et al., Direct measurement of the quantum metric tensor in solids, Dryad (2025); 

https://doi.org/10.5061/dryad.jwstqjqmq.
 58. yutqian, yutqian/v2qgt: v1.0.0- alpha, Zenodo (2025); https://doi.org/10.5281/

zenodo.14915109.

ACKNOWLEDGMENTS

We thank S. H. Ryu, M. Huh, and Y. Kim for help with ARPES experiments. Funding: The 
Samsung Science and Technology Foundation under project no. SSTF- BA2002- 06 (S.K., Y.Q., 
B.- J.Y.); National Research Foundation of Korea (NRF) funded by the Korean government 
(MSIT), grant no.  RS-2021-NR060087 (S.K., Y.Q., B.- J.Y.); Global Research Development 
Center (GRDC) Cooperative Hub Program through the NRF funded by the MSIT, grant no. 
RS- 2023-  00258359 (S.K., Y.Q., B.- J.Y.); Global- LAMP program of the NRF funded by the 
Ministry of Education, grant no. RS- 2023- 00301976 (S.K., Y.Q., B.- J.Y.); NRF funded by the 
MSIT, grant nos. NRF- 2021R1A3B1077156, NRF- RS- 2024- 00416976, NRF- RS- 2022- 00143178, 
and NRF- 2022M3H3A106307411 (Y.C., S.P., K.S.K.); Yonsei Signature Research Cluster 
Program, grant no. 2024- 22- 0163 (K.S.K.). This research used resources of the Advanced Light 
Source, which is a Department of Energy Office of Science User Facility under the contract no. 
DE- AC02- 05CH11231. Author contributions: Conceptualization: S.K., K.S.K., B.- J.Y.; 
Methodology: S.K., Y.C., Y.Q., C.Z., E.R., A.B., K.S.K., B.- J.Y.; Investigation: S.K., Y.C., Y.Q., S.P., 
K.S.K., B.- J.Y.; Visualization: S.K., Y.C., Y.Q., K.S.K., B.- J.Y.; Funding acquisition: K.S.K., B.- J.Y.; 
Project administration: K.S.K., B.- J.Y.; Supervision: K.S.K., B.- J.Y.; Writing – original draft: 
S.K., Y.C., K.S.K., B.- J.Y.; Writing – review & editing: S.K., Y.C., Y.Q., K.S.K., B.- J.Y. Competing 
interests: The authors declare that they have no competing interests. Data and materials 
availability: The data and materials that support the findings of this study are available  
on Dryad (57). The DFT code to calculate the quantum metric tensor is available on the 
GitHub repository (58). License information: Copyright © 2025 the authors, some rights 
reserved; exclusive licensee American Association for the Advancement of Science. No  
claim to original US government works. https://www.science.org/about/science- licenses- 
journal- article- reuse

SUPPLEMENTARY MATERIALS

science.org/doi/10.1126/science.ado6049
Materials and Methods; Supplementary Text; Figs. S1 to S12; Table S1; References (59–67)

Submitted 10 February 2024; resubmitted 12 August 2024; accepted 2 April 2025

10.1126/science.ado6049



Science 5 June 2025 1055

SYNTHETIC CHEMISTRY

In- insect synthesis of oxygen- doped 
molecular nanocarbons
Atsushi Usami1,2*†, Hideya Kono3†, Vic Austen3†,  

Quan Manh Phung2,3, Hiroki Shudo3, Tomoki Kato3,  

Hayato Yamada3,4, Akiko Yagi2,3, Kazuma Amaike5,  

Kazuhiro J. Fujimoto2,3*, Takeshi Yanai2,3*, Kenichiro Itami2,5,6* 

Many functional molecules and materials have been produced 

with organic chemistry or with in vitro enzymatic approaches. 

Individual organisms, such as insects, have the potential  

to serve as natural reaction platforms in which high densities 

of multiple enzymes can perform new and complex reactions. 

We report an “in- insect” unnatural product synthesis that 

takes advantage of their xenobiotic metabolism. We selectively 

transform belt-  and ring- shaped molecular nanocarbons  

into otherwise difficult- to- prepare derivatives in which  

oxygen atoms are inserted into aromatic rings. Cytochrome 

P450 variants are most likely the enzymes responsible  

for this reaction. Molecular dynamics simulations and 

quantum chemical calculations indicated a possible mode  

of substrate incorporation into the enzyme and an 

unconventional mechanism of direct oxygen insertion into 

carbon–carbon bonds.

Natural products found in organisms are often difficult to synthesize 

through conventional organic chemistry or with in vitro enzymatic 

approaches (1–3). One factor that adds to this challenge is that organ-

isms can adapt to changing environments and perform complex reac-

tions efficiently and accurately on new substrates. For example, insects 

have developed highly effective detoxification systems and control 

mechanisms against xenobiotics such as plant secondary metabolites 

and pesticides (4). However, research has thus far primarily focused 

on the composition and reactivity of enzymes participating in biologi-

cal reactions, rather than actively exploiting these pathways for the 

production of unnatural functional molecules through xenobiotic 

metabolism.

The aim of this study was to use the xenobiotic metabolism of in-

sects directly for creating new functional organic materials. We now 

report an “in- insect” unnatural product synthesis in which biotransfor-

mation using insect xenobiotic metabolism can selectively functional-

ize specific molecular nanocarbons, to yield otherwise difficult- to- make 

and functional molecular nanocarbons (5). Many types of molecular 

nanocarbons (Fig. 1A), such as C60 and other fullerenes (6), cyclopara-

phenylenes (CPPs) (7–11), carbon nanobelts (12–19), methylene- bridged 

CPPs (20,  21), warped nanographenes (22–24), and cyclocarbons 

(25, 26), have been reported, but aside from C60 they are generally not 

used in organic synthesis as reactants because of the difficulties in the 

selective functionalization of these molecules. For example, given the 

existence of oxygen- derivatized carbon frameworks in graphene oxide 

(27), it should be possible to introduce oxygen atoms into molecular 

nanocarbons. We show that in- insect synthesis provides numerous 

opportunities as an enabling technology for the preparation of new 

molecular nanocarbons.

In- insect transformation of methylene- bridged  
[6]cycloparaphenylene
We selected methylene- bridged [6]cycloparaphenylene ([6]MCPP) as 

the initial molecular nanocarbon substrate because of its rigid and 

belt- like structure (20, 21), distinct cell internalization properties (28), 

and commercial availability (29). We fed [6]MCPP to several different 

insects, but most did not survive as a result of the inherent toxicity of 

[6]MCPP. For example, Bombyx mori (domestic silkworm) exhibits no 

tolerance to [6]MCPP and did not survive at any concentration tested.

We found that the tobacco cutworm Spodoptera litura (Lepidoptera, 

Noctuidae) was suitable for the in- insect functionalization of [6]MCPP. 

S. litura is a polyphagous pest that feeds on more than 120 plant spe-

cies (30). S. litura has a biological life cycle of 35 to 40 days, and a 

simple xenobiotic metabolism test (biotransformation) using the oral 

administration of plant secondary metabolites and pesticides has been 

established (31). Moreover, recent genomic studies have reported that 

S. litura possesses approximately twice as many detoxifying enzymes—

such as cytochrome P450 (CYPs), carboxylesterase, and glutathione- S- 

transferase—as the monophagous species B. mori, a known lepidopteran 

model insect (32).

Groups of 50 larvae were fed an artificial diet containing [6]MCPP 

(200 nmol/larva), boiled kidney beans, and agar for 2 days (33) 

(Fig. 1B). An artificial diet without [6]MCPP was administered for an 

additional day to completely excrete [6]MCPP from the body. Fresh 

frass was collected every 12 hours for 3 days and immersed in CH2Cl2, 

followed by extraction. In this crude extract, we identified the pres-

ence of one [6]MCPP derivative in addition to the remaining unreacted 

[6]MCPP. The sole product formed was found to be an oxygen adduct 

by MALDI- TOF mass spectrometry and thus we named this product 

[6]MCPP- oxylene.

Through purification by gel permeation chromatography and pre-

parative thin- layer chromatography, [6]MCPP- oxylene was isolated in 

9.9 ± 0.4% yield, and [6]MCPP was recovered in 71.1 ± 18.3% yield. 

The selectivity (substrate specificity) of this biotransformation is high 

as [6]MCPP- oxylene remained the sole product even when the reaction 

scale was increased 50- fold. Dioxylene products were not observed 

under any of the conditions we tested. The feeding activity of S. litura 

was reduced when the concentration of [6]MCPP exceeded 400 nmol/

larva. Therefore, [6]MCPP concentration of 200 nmol/larva appeared 

to be optimal for this biotransformation and the upper limit at which 

there was no feeding inhibition of larvae [see supplementary materials 

(SM) for details].

Structural characterization of [6]MCPP- oxylene
Initially, we assumed that [6]MCPP- oxylene was a typical C–H bond 

hydroxylation product at either the aromatic or benzylic C–H bond 

of [6]MCPP. We measured the 
1
H- NMR spectra of [6]MCPP- oxylene 

at 400 and 600 MHz in acetone- d6 at 25°C. However, six singlets of 

aromatic hydrogen atoms and eight doublets of geminal hydrogen 

atoms were observed (Fig. 1C), which were not consistent with aro-

matic or benzyl C–H bond hydroxylation products (Fig.  1B). The 

structure of [6]MCPP- oxylene was revealed by single- crystal x- ray 

crystallography (Fig. 1D), in which the oxygen atom was inserted by 

cleaving the Cphenyl–Cphenyl bond on the opposite side of the meth-

ylene moiety in the five- membered ring. The highly symmetric belt 

structure of [6]MCPP (20) was noticeably altered into an oval shape 

in [6]MCPP- oxylene, exhibiting a short diameter of 7.47 Å and a long 

diameter of 9.67 Å. In the solid state, [6]MCPP- oxylene aligned and 

stacked to fill the interior of the ring structure, with one molecule 

tilted at approximately 90° relative to the other (see SM for details). 
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Fig. 1. In- insect transformation of molecular nanocarbons by Spodoptera litura. (A) Representative molecular nanocarbons. (B) Scheme of the biotransformation.  

Reaction conditions: The artificial diet consisted of boiled kidney beans, agar, water, and molecular nanocarbons. The insects are the fourth-  and fifth- instar larvae of S. litura. 

Frass was collected and immersed in a solvent, and the product was purified from the frass extract. (C) 1H NMR spectra of [6]MCPP (600 MHz, CD2Cl2) and [6]MCPP- oxylene 

(600 and 400 MHz, acetone- d6). (D) Oak Ridge thermal ellipsoid plot (ORTEP) drawing [6]MCPP- oxylene with thermal ellipsoids set to 50% probability. Hydrogen atoms  

and solvent molecules are omitted for clarity. (E) Ultraviolet- visible absorption (solid lines) and fluorescence (dashed line) spectra of the toluene solutions of [6]MCPP and  

[6]MCPP- oxylene. The fluorescence spectra were measured upon excitation at 360 nm for [6]MCPP- oxylene.
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The optimized structure of [6]MCPP- oxylene exhibited Cs symmetry, 

which agrees well with its 
1
H- NMR spectrum.

The influence of oxygen- doping on the optical properties of the 

[6]MCPP framework can be observed in the ultraviolet- visible absorp-

tion and fluorescence spectra of [6]MCPP- oxylene versus [6]MCPP 

(Fig. 1E). The major absorption band of [6]MCPP- oxylene was observed 

at a maximum absorption wavelength (λmax) of 364 nm, which was 

bathochromically shifted compared with that of [6]MCPP (349 nm). 

Although [6]MCPP shows a weak absorption band within the 450-  to 

600- nm wavelength region, [6]MCPP- oxylene showed a maximum 

absorption wavelength of 458 nm and absorption bands in the 400-  

to 500- nm range. No fluorescence was observed for [6]MCPP, but 

[6]MCPP- oxylene fluoresced at 510 and 539 nm with a fluorescence 

quantum yield (ΦF) of 0.13 at room temperature in toluene. This simple 

alteration in the structure but extensive change in properties of [6]MCPP 

underscores the power of the one- cycle in- insect transformation.

Identification of responsible enzymes
In addition to the product generated, the pathway and mechanism of 

[6]MCPP- oxylene formation are of fundamental interest. To verify 

whether the oxygen- doping of [6]MCPP was derived from intestinal 

bacteria, enzymes within the body, or both, biotransformation was 

conducted using intestinal bacteria as the target. However, we found 

that bacteria were not involved in biotransformation (see SM 

for details).

The effects of [6]MCPP feeding on individual insects were compre-

hensively analyzed using RNA sequencing to identify enriched Kyoto 

Encyclopedia of Genes and Genomes (KEGG) and differentially ex-

pressed gene (DEG) pathways. The enriched KEGG analysis is shown 

in detail in the SM. The signaling pathway with the highest rich factor 

was the “intestinal immune network for IgA production” with the 

lowest DEG number, suggesting that a few related genes in the path-

way showed large expression changes. This analysis suggested that the 

accelerated neutralizing function of [6]MCPP could be attributed to 

its recognition as a xenobiotic or toxin.

The number of expressed genes that increased (red) or decreased 

(blue) upon feeding [6]MCPP is shown in Fig. 2A. In particular, an 

increase in the gene expression of metabolism- related pathways was 

observed. Based on the biotransformation pathway (Fig. 1B), which 

involved the insertion of the single oxygen atom into [6]MCPP, we 

focused on five CYP variants [X1, X2, X3, X4, and X5; cytochrome P450 

6B2- like isoforms X1 (RefSeq ID; XP_022824880), X2 (XP_022824881), 

X3 (XP_022824882), X4 (XP_022824884), and X5 (XP_022824885)] 

that were suggested to be involved in xenobiotic metabolism (32, 34). 

These CYP variants exhibited different levels of gene expression associ-

ated with [6]MCPP- feeding, as determined by quantitative reverse 

transcription- polymerase chain reaction (qRT- PCR) (Fig. 2B).

These results suggested that at least three CYP variants, CYP X2, 

X3, and X4, were involved in biotransformation of [6]MCPP (32). We 

then used an RNA interference technique (35), in which a small inter-

fering RNA (siRNA) targeting these CYP variants was injected into the 

hemolymph of S. litura larvae (Fig. 2C). The siRNA used in this study 

was designed to knock down the expression levels of five CYP genes, 

rather than targeting a specific CYP gene. We examined the expression 

levels of three CYP variants that were predominantly up-regulated by 

[6]MCPP feeding and the production of [6]MCPP- oxylene. The levels 

of gene expression for each CYP in S. litura fed [6]MCPP after siRNA 

injection were 20 to 80% lower than those in injected with siRNA 

against green fluorescent protein (GFP) as a control, with substantial 

differences in CYP X2 and CYP X3 (Fig. 2D). The siRNA injection 

decreased the production yield of [6]MCPP- oxylene to 4.4 ± 1.9% 

(Fig. 2E). Therefore, these CYP variants are key enzymes in the bio-

transformation process.

These CYP variants are microsomal cytochrome P450s that bind to 

the membrane through their N- terminal transmembrane hydrophobic 

segment, and thus direct purification and functional evaluation of these 

proteins from insects is challenging owing to the high technical de-

mand. Therefore, CYP X2 and CYP X3, which showed high expression of 

CYP variants in the in- insect synthesis, were deleted from their trans-

membrane sites (fig. S14) and their codons were optimized for expres-

sion in Escherichia coli. In addition, NADPH P450 reductase (CPR), 

an essential redox partner for the catalytic activity of CYPs (36), was 

prepared in the same manner.

The optimized genes were transferred into plasmids either singly 

(CYP X2- ctm, CYP X3- ctm, and CPR- ctm) or in tandem (CYP X2t and 

CYP X3t) for coexpression of CYP X2- ctm with CPR- ctm and CYP X3- ctm 

with CPR- ctm, respectively. The constructed plasmids were transformed 

into E. coli C41(DE3) cells (37), and used for whole- cell biotransformation 

as biocatalysts, as shown in Fig. 2F (see SM for details). The biotrans-

formation of [6]MCPP using E. coli expressing only CYP X2- ctm, CYP 

X3- ctm, and CPR- ctm did not yield [6]MCPP- oxylene. By contrast, when 

CYP- ctm variants were coexpressed with CPR- ctm, [6]MCPP- oxylene 

was produced in 4.0 ± 0.4% yield (CYP X2t) and 4.0 ± 0.6% yield (CYP 

X3t), respectively (Fig. 2G and fig. S15). These results support CYP X2 

and CYP X3 being the key enzymes involved in the biotransformation 

of [6]MCPP. The microbe- assisted biotransformation efficiency is less 

than that of individual insects in which multiple P450 species and other 

oxidases functioned synergistically.

In- insect transformation of cycloparaphenylenes
Having established the in- insect oxygen- doping of [6]MCPP, we hy-

pothesized that the S. litura mediated reaction can be extended to 

carbon nanorings, [n]cycloparaphenylene ([n]CPP) (7–11). Thus, eight 

carbon nanorings of different ring sizes ([5]CPP to [12]CPP) were used 

as starting materials and biotransformed by S. litura larvae. Notably, 

the biotransformation of CPPs by S. litura larvae is a size- selective 

reaction that proceeds exclusively with [6]CPP (Fig. 3A; for details see 

SM). Other CPPs were unreacted and recovered in 52 to 77% yield from 

frass extracts as shown in fig. S17.

In the reaction of [6]CPP under otherwise identical conditions, 

oxygen- doped [6]CPP ([6]CPP- oxylene) was similarly isolated in 5.8 ± 

0.9% yield together with unreacted [6]CPP (50.0 ± 17.0%) from the 

frass extract. The structure of [6]CPP- oxylene, in which a single oxygen 

atom was inserted into a Cphenyl–Cphenyl bond of the CPP framework, 

was confirmed by single- crystal x- ray crystallography analysis. Similar 

to the case of [6]MCPP- oxylene, the symmetry of the molecules changed 

from D3d symmetric ([6]CPP) to C2 symmetric ([6]CPP- oxylene) (Fig. 

3B; for details see SM).

[6]CPP- oxylene had a weak absorption band at 400 to 500 nm, whereas 

[6]CPP showed a maximum absorption wavelength at 414 nm and ab-

sorption bands at 360 to 480 nm (Fig. 3C). This oxygen- doping assisted 

emerging fluorescence properties. Although [6]CPP was nonfluorescent, 

[6]CPP- oxylene exhibited an emission band centered at 524 nm with a 

quantum efficiency (ΦF) of 0.26 at room temperature in toluene.

The gene expression levels of the CYP variants exhibited slight varia-

tions compared with the biotransformation of [6]MCPP, with only CYP 

X2 showing a substantial difference (Fig. 3D). This difference in the 

expression levels of CYP variants suggested that [6]CPP was more 

conformationally flexible than [6]MCPP, thereby affecting its binding 

stability to CYPs. In the microbe- assisted biotransformation of [6]CPP, 

[6]CPP- oxylene was only detected in 1.9 ± 0.4% of (CYP X2t, Fig. 3E, 

and fig. S16). These results support CYP X2 being the enzyme involved 

in the biotransformation of [6]CPP.

Substrate binding to CYP variants
We performed a two- step calculation of the binding affinity between 

[6]MCPP and the CYP variants to understand the mode of substrate in-

corporation into the CYP variants and the mechanism of oxygen insertion. 

For the calculation, CYP X3 was selected because its expression was the 

most up-regulated during the biotransformation of [6]MCPP. As the first 



RESEARCH ARTICLES

1058 5 JUNE 2025 Science

B

: [6]MCPP feeding siRNA  for    
GFP injected S. litura

: [6]MCPP feeding siRNA for
CYP injected S. litura

C

D

siRNA injected into

hemolymph

: [6]MCPP feeding S. litura

: Control

A

E

n.s.

siRNA for CYP 

injection

n.s.

n.s.

GF

Fig. 2. Insight of in- insect synthesis of [6]MCPP- oxylene by Spodoptera litura. (A) Differentially expressed genes (DEGs) analysis of [6]MCPP- feeding S. litura. Up- 

regulation, red; Down- regulation, blue. (B) qRT- PCR of five CYP genes in the midgut of S. litura fed [6]MCPP. The reference gene is EF- 1α. (C) Injection of siRNA into the 

hemolymph. (D) qRT- PCR of three CYP genes in the midgut of siRNA- injected S. litura fed [6]MCPP. (E) Biotransformation of [6]MCPP by siRNA for GFP or CYP injected S. litura. 

(−), S. litura with siRNA for GFP injected.; (+), S. litura with siRNA for CYP injected. (F) Scheme of microbe- assisted biotransformation. (G) Microbe- assisted biotransformation 

of [6]MCPP. Statistically significant differences are indicated with their respective P- values (*P < 0.05, **P < 0.01, Welch’s t- test). Columns and bars indicate means and 

standard error of the mean (SEM) from three independent experiments.
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step, docking simulations (38) were performed to explore the conforma-

tion of [6]MCPP binding to CYP X3. Given that the three- dimensional 

(3D) structure of CYP X3 has not been experimentally determined, the 

structure predicted by AlphaFold2 (39) was used in the simulations.

Placement of the heme cofactor at the active site of CYP was deter-

mined by superposition with a structurally homologous enzyme, human 

CYP3A4 [PDB ID: 4I3Q (40)]. The results of the docking simulations 

yielded insights into the arrangement of [6]MCPP within CYP X3. As the 

second step, molecular dynamics (MD) simulations were conducted on 

the obtained [6]MCPP- CYP X3 complex structure (movie S1). As illustrated 

in Fig. 4A, the results demonstrated the sustained stability of [6]MCPP 

within CYP X3 throughout an extended simulation period of 1 μs. Com-

parable computational analyses confirmed the presence of CPPs within 

the CYP variants (CYP X2; movies S2 for [6]MCPP and S3 for [6]CPP). These 

computational findings strongly imply the involvement of [6]MCPP- 

oxylene and [6]CPP- oxylene formation catalyzed by CYP450.

Although our calculations successfully demonstrated the binding of 

[6]MCPP to CYP X3, this interaction was hindered by the wide spatial 

separation between the center of [6]MCPP and the active site, namely 

heme. In the last MD snapshot, the distance between the center of mass 

of [6]MCPP and the iron atom of heme was 14.2 Å, and the nearest 

neighbor distance from the carbon of [6]MCPP to heme iron was 10.5 Å. 

Considering the available structural space within CYP X3 (Fig. 4A), we 

attempted to incorporate an additional [6]MCPP molecule into CYP X3.

Docking and MD simulations confirmed the ability of CYP X3 to 

accommodate two [6]MCPP molecules stably (Fig. 4B and movie S4). 

The time evolution of the distance between the [6]MCPP center and 

heme iron during the MD simulation exhibited an average distance of 

10.8 Å with standard deviation of 0.42 Å, and the distance for the last 

MD snapshot was 10.8 Å. The nearest- neighbor distance between the 

[6]MCPP carbon and heme iron was 6.6 Å. These results substantiated 

the stable binding of the two [6]MCPP molecules to CYP X3.

Furthermore, our findings demonstrate that the [6]MCPP- heme 

distance was reduced when two [6]MCPP molecules were introduced, 

compared with the scenario with only one [6]MCPP molecule. Similar 

observations were made for the incorporation of two CPP molecules 

within CYP X2 (movie S5 for two [6]MCPPs and movie S6 for two 

[6]CPPs). Thus, our analysis provides substantial evidence supporting 
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Fig. 3. In- insect transformation of [6]cycloparaphenylene ([6]CPP). (A) In- insect synthesis of [6]CPP- oxylene. (B) Oak Ridge thermal ellipsoid plot (ORTEP) drawing  

[6]CPP- oxylene with thermal ellipsoids set to 50% probability. Hydrogen atoms and solvent molecules are omitted for clarity. (C) Ultraviolet- visible absorption (solid lines) and 

fluorescence (dashed line) spectra of the toluene solutions of [6]CPP and [6]CPP- oxylene. The fluorescence spectra were measured upon excitation at 410 nm for [6]CPP- oxylene. 

(D) qRT- PCR of five CYP genes in the midgut of S. litura fed [6]CPP. The reference gene is EF- 1α. (E) Microbe- assisted biotransformation of [6]CPP. Statistically significant 

differences are indicated with their respective P- values (P < 0.05, Welch’s t- test). Columns and bars indicate means and SEM from three independent experiments.
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the role of CYP450 in the formation of [6]MCPP- oxylene. These MD 

simulations are based on classical mechanics and do not elucidate the 

chemical reaction processes involving the recombination of covalent 

bonds between atoms.

Mechanism of oxygen- doping of [6]MCPP
We explored the reaction mechanism for the conversion of [6]MCPP 

to [6]MCPP- oxylene, catalyzed by the active species of P450 reaction 

cycles, Compound I (Cpd I), using density functional theory calcula-

tions (see SM for computational details). Our analysis considered two 

near- degenerate spin states: a quartet and a doublet (41), and we ana-

lyzed two pathways: epoxidation and direct attack (Fig. 4C).

The epoxidation pathway involved the formation of an intermediate 

(IM1) and an epoxide product, followed by the formation of two inter-

mediates (IM2 and IM3). The insertion of oxygen into the five- membered 

ring formed the product. This step was rate- determining, with activation 

Fig. 4. Substrate binding to CYP variants and mechanism of oxygen- doping. (A) The binding structure of a [6]MCPP molecule to CYP X3 obtained after 1 μs of MD 

simulation. (B) Binding structure of the two [6]MCPPs to CYP X3 after 1 μs of MD simulation. The distance between the [6]MCPP molecular center and Fe atom is shown in blue, 

and the nearest- neighbor distance between the [6]MCPP molecule and Fe atom is shown in red. (C) Calculated free energy profiles at 298 K for the conversion of [6]MCPP to  

[6]MCPP- oxylene catalyzed by Cpd I. Two spin states—quartet and doublet—are considered. Two pathways are proposed: the epoxidation pathway (blue arrows) and the direct 

pathway (pink arrow). The energy values are expressed in kcal mol−1.
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free energies from IM2 to TS4 of 25.9 and 21.3 kcal mol
−1

 for the doublet 

and quartet states, respectively. In the direct attack pathway, IM3 was 

formed from a slightly different reactant complex (RC2). The subsequent 

transformation of IM3 to [6]MCPP- oxylene mirrored the epoxidation 

pathway. We believe that the direct attack pathway is favored over the 

epoxidation pathway because it involves fewer elementary reactions and 

has lower activation free energy than the reactant complex. Compared 

with the epoxide product, the oxylene product was considerably more 

stable (by > 45 kcal mol
−1

), indicating that it was the thermodynamic 

product of the conversion process.

We also considered the feasibility of two competing reactions: hydrox-

ylation at either the benzylic or aromatic C–H bonds of [6]MCPP. Both 

products were thermally less stable than the oxylene product by 14.7 and 

8.3 kcal mol
−1

, respectively. In addition, for the C–H hydroxylation to be 

feasible, a linear Fe–O–H arrangement would be required. Because of 

the orientation of [6]MCPP relative to Cpd I in the active site, benzylic 

C–H hydroxylation can be expected to be less probable. The formation 

of the phenol product could theoretically proceed through the nonenzy-

matic ring opening of the epoxide through protonation, as previously 

described (42). However, MD simulations indicated that [6]MCPP was 

stable in the active site, suggesting that the epoxide conversion into 

phenol was less likely to occur under the studied conditions.

We also theoretically explored the formation of [6]MCPP- dioxylene 

products by peroxidation (fig. S33). Among three possible dioxylene prod-

ucts, the pseudo- meta position was the most stable state with a strain en-

ergy (ΔH) of 17.4 kcal mol
−1

. However, even when the reaction scale was 

increased 50- fold, only [6]MCPP- oxylene was obtained as the product. Thus, 

these experimental and computational studies revealed that [6]MCPP- 

oxylene was produced by utilizing a distinctive biological pathway.

Finally, the reaction mechanism of the Cpd I- catalyzed conversion 

of [6]CPP to [6]CPP- oxylene was investigated in manner similar to 

that of the conversion of [6]MCPP. The pathways proposed for this 

reaction (figs. S26 and S27) closely mirrored the pathways of [6]MCPP. 

The rate- determining step, exhibiting an activation free energy of 

~20 kcal mol
−1

, was still the insertion of oxygen into the [6]CPP ring.

Conclusions
This study provides insight into the production of single oxygen- doped 

molecular nanocarbons and the biocatalytic utilization of non- natural 

molecules. The in- insect synthesis of functional molecular nanocar-

bons not only offers a new toolbox and opportunity in nanocarbon 

science, but also represents major possibilities for biocatalysts in a 

range of unnatural product syntheses. Although biotransformation 

reactions present a scientific challenge in the form of high substrate 

specificity, as demonstrated in this study, we envision that a broader 

range of molecular nanocarbons can be nonclassically functionalized 

by utilizing genome- editing technologies to design CYP variants with 

extended enzyme pockets or mutations in their binding sites. Coupled 

with the remarkable recent progress in directed evolution technology 

and artificial metalloenzymes, the concept of in- insect synthesis offers 

a distinct and alternative option for molecule synthesis, enhancing 

our ability to discover, develop, and apply unnatural molecules in sci-

ence and technology, expanding our chemical repertoire.
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BATTERIES

Interface morphogenesis with a 
deformable secondary phase in 
solid- state lithium batteries
Sun Geun Yoon1, Bairav S. Vishnugopi2, Douglas Lars Nelson3, 

Adrian Xiao Bin Yong4,5, Yingjin Wang6,  

Stephanie Elizabeth Sandoval1,3, Talia A. Thomas1,  

Kelsey Anne Cavallaro3, Pavel Shevchenko7, Elif PÖnar Alsaç1, 

Congcheng Wang1, Aditya Singla2, Julia R. Greer6, Elif Ertekin5,8, 

Partha P. Mukherjee2, Matthew T. McDowell1,3* 

The complex morphological evolution of lithium metal at the 

solid- state electrolyte interface limits performance of solid- 

state batteries, leading to inhomogeneous reactions and 

contact loss. Inspired by biological morphogenesis, we 

developed an interfacial self- regulation concept in which a 

deformable secondary phase dynamically aggregates at the 

interface in response to local electro- chemo- mechanical stimuli, 

enhancing contact. The stripping of a lithium electrode that 

contains 5 to 20 mole % electrochemically inactive sodium 

domains causes spontaneous sodium accumulation across the 

interface, with the sodium deforming to attain intimate 

electrical contact without blocking lithium transport. This 

process, characterized with operando x- ray tomography and 

electron microscopy, mitigates voiding and improves cycling at 

low stack pressures. The counterintuitive strategy of adding 

electrochemically inactive alkali metal to improve performance 

demonstrates the utility of interfacial self- regulation for 

solid- state batteries.

The high specific capacity of lithium (Li) metal and its compatibility 

with various solid- state electrolytes (SSEs) has focused efforts on de-

veloping Li metal solid- state batteries (SSBs) (1–3). However, a critical 

limitation of Li metal anodes for SSBs is the loss of contact at the SSE 

interface during Li stripping (battery discharge) owing to void forma-

tion (1, 2, 4). The formation of voids is detrimental because they cause 

high interfacial impedance and current focusing during charging, 

resulting in Li filament growth and short circuiting (5–8).

The mechanisms that govern void formation are complex, and the 

process is affected by current density, stack pressure, chemo- mechanics, 

and other factors (5, 7, 9–13). During stripping, vacancies are formed 

in the Li metal because of Li
+
 transfer into the SSE. Because Li metal 

exhibits relatively low self- diffusivity (~10
−10

 cm
2
 s

−1
) (14–16), the va-

cancies tend to accumulate to nucleate voids (Fig. 1A). Higher current 

densities increase the vacancy formation rate and accelerate void for-

mation (7, 11, 14). The application of stack pressure can deform soft Li 

metal (bulk yield strength of 0.8 MPa) to promote contact retention 

during stripping, but stack pressures greatly exceeding the yield 

strength have been shown to be required at moderate current densities 

to prevent void formation (>7 MPa for 1 mA cm
−2

) (5, 7). Moreover, Li 

shows heightened yield strength at submicrometer length scales, 

which may result in needing even higher stack pressures at SSE inter-

faces with nanoscale roughness (17–19). Critically, stack pressures must 

be low for achieving high cell- level specific energy (fig. S1), ideally 

being less than ~1 MPa for practical applications (17, 20–22).

Interlayers comprising various materials, such as carbon (C) or Li 

alloys, have been shown to enable improved SSB performance. In gen-

eral, these interlayer materials enhance Li transport toward the SSE 

interface, homogenize current distributions, and can help maintain 

interfacial contact (23–26). However, these approaches have primarily 

used hard or brittle interlayer materials to passively control Li trans-

port, and some of these materials undergo transformations themselves 

(27–29). Relatively high stack pressures are therefore usually required 

to maintain interfacial contact (fig.  S2). Interfacial strategies are 

needed that feature materials that can dynamically respond to local 

driving forces to promote contact retention even at low stack pressures.

We developed an approach to regulate SSB interfaces that is in-

spired by biological morphogenesis, which is the process by which 

living cells self- organize to form patterns and structures through 

multi–length scale chemo- mechanical interactions (30, 31). Our ap-

proach involves self- regulated accumulation of a secondary phase at 

the SSE interface in response to the evolving morphological irregulari-

ties caused by Li stripping, sustaining interfacial contact and improv-

ing behavior at low stack pressures. The approach is demonstrated by 

use of Li electrodes that contain distributed metallic sodium (Na) 

domains with <20% Na. Na is electrochemically inactive, electrically 

conductive, and mechanically softer than Li (the bulk yield strength 

of Na is 0.16 to 0.24 MPa) (table S3). Na dynamically accumulates at 

the interface during Li stripping and plastically deforms to create 

intimate electrical contact (Fig. 1B), which suppresses void formation 

and enhances stripping capacity at stack pressures <1 MPa without 

blocking Li. The accumulation and deformation of the Na enables 

morphogenic self- regulation at the Li- SSE interface, with Na contact 

spontaneously emerging without external guidance in response to 

electrochemical and mechanical stimuli (30, 31). The electrical con-

ductivity of Na facilitates subsequent uniform Li plating, avoiding 

current constrictions and enabling stable cycling at low stack pressures.

Electrochemical stripping and plating
We fabricated Li- Na foils containing between 2.5 and 20 mol % Na 

using accumulative roll bonding (supplementary materials, materials 

and methods). In fig. S3, we show cross- sectional cryogenic focused- ion 

beam (cryo- FIB) scanning electron microscopy (SEM) images of the 

binary metals, in which Na domains a few to 10 μm in size are sur-

rounded by a continuous Li matrix. Na and Li are immiscible at room 

temperature, giving rise to the two- phase microstructure (32). The 

electrode potential of Na is greater than that of Li (–2.71 and –3.04 V 

versus the standard hydrogen electrode, respectively), suggesting that 

Na should remain metallic and electrochemically inactive during Li 

redox processes (33).

In Fig. 1C, we show voltage curves during electrochemical stripping 

of Li from various Li- Na electrodes at stack pressures between 0 and 

3.2 MPa. Solid- state half cells were used with argyrodite Li6PS5Cl SSE 

(LPSC). Pure Li showed almost 30 mA·hour cm
−2

 stripping capacity 

up to a 0.5 V cutoff at 3.2 MPa stack pressure, but substantially less Li 

was accessible at lower stack pressures (2.2 mA·hour cm
−2

 at 0.8 MPa 

and 0.4 mA·hour cm
−2

 at 0 MPa). This is a result of uncompensated 

void formation during stripping at low stack pressure (23, 34). The 

stripped capacities of the Li- Na electrodes were generally higher than 

pure Li at stack pressures below 1.6 MPa. For example, the 5% Na 

electrode delivered 16 mA·hour cm
−2

 at 0.8 MPa stack pressure, and 

the 20% Na electrode was able to strip 5.3 mA·hour cm
−2

 at 0 MPa. 

The voltage profiles of the electrodes shown in Fig. 1C had voltage 

variations at 0.15 to 0.25 V (fig. S4), which were absent during strip-

ping of pure Li electrodes. This behavior likely arises from some 
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interfacial oxidation of the Na because the potential is near the Na 

electrode potential.

We show in Fig. 1D statistical trends of the average stripped Li ca-

pacities for the different electrodes at varying stack pressure. Whereas 

the pure Li and 2.5% Na electrodes showed monotonically increasing 

capacity with increasing stack pressure, the other composite electrodes 

showed similar capacities at stack pressures between 0.8 and 3.2 MPa. 

The electrode with 20% Na is a limiting example, showing approxi-

mately invariant stripped capacity regardless of stack pressure, with 

lower capacities at higher stack pressures that may arise from early 

blocking of Li transport to the interface.

A comprehensive summary of the initial stripping behavior of these 

electrodes at various current densities and stack pressures is shown 

in the maps in Fig. 1E. The color of the points indicates the voltage 

either after 3.0 mA·hour cm
−2

 was stripped or at the cutoff voltage of 

0.62 V if this capacity was not reached (fig. S5A). The pure Li electrode 

can only strip this capacity at stack pressures >3.2 MPa. By contrast, 

the electrodes with 5 and 10% Na allowed for successful stripping with 

<0.1 V at stack pressures down to 0.8 MPa and varying current densi-

ties. The stable stripping region for the 20% Na electrode was limited 

to lower current densities than composites with less Na. Further ex-

periments were carried out at zero applied stack pressure (fig. S6 and 

supplementary text 1). Data at different current densities were fit to 

Sand’s equation to extract an interfacial transport descriptor (23, 34), 

revealing that increasing Na content in the electrodes systematically 

enhances the effective transport of Li to the SSE interface. This implies 

that the incorporated Na phase stabilizes interfacial contact at zero 

stack pressure.

Electrochemical behavior during further plating and stripping was 

also investigated (fig. S5). After initial stripping, 3 mA·hour cm
−2

 of 

Li was redeposited onto the electrodes, followed by a second stripping 

process. Pure Li electrodes short circuited under all current density/

stack pressure conditions during redeposition. Many of the Li- Na elec-

trodes, and particularly those with 5 and 10% Na, did not short circuit 

upon plating (fig. S5). During the second stripping, the composite 

electrodes tended to exhibit higher polarization than during the first, 

but stable stripping to 3 mA·hour cm
−2

 was achieved for the composite 

electrodes across a range of current densities and stack pressures. 

Electrodes with 10 and 20% Na showed the lowest voltage at 0.8 MPa 

stack pressure during the second stripping. These results show that 

the presence of Na contributes to stable electrodeposition and further 

stripping steps.

Interfacial evolution
To provide insight into interfacial evolution, we conducted potentio-

static electrochemical impedance spectroscopy (EIS) during Li strip-

ping. We show in Fig. 2, A and B, galvanostatic stripping curves and 

Nyquist plots collected at increments of 0.5 mA·hour cm
−2

 capacity 

from pure Li and 10% Na electrodes at 1.6 MPa stack pressure. The 

spectral features at high frequency (~1 MHz) likely arise from bulk 

SSE resistance, whereas lower frequency (100 to 1 kHz) features are 

associated with interfacial resistance, including interphase and charge 

transfer resistance (5, 25, 26, 35). At the onset of stripping, the voltages 

of the pure Li cell (Fig. 2A) and the 10% Na cell (Fig. 2B) were both 

11 mV. The initial EIS spectra of both cells were also quite similar, show-

ing compact spectra with a partial semicircle in the high- frequency 

Fig. 1. Electrochemical stripping and plating tests of Li- Na electrodes. (A and B) Schematics of (A) void formation during pure Li stripping at low stack pressure and (B) Na 

accumulation and void mitigation during stripping of a Li- Na electrode. (C) Galvanostatic voltage profiles during Li stripping from various Li- Na electrodes at different stack 

pressures. The cells used Li6PS5Cl SSE, Li metal counter electrodes, and a current density of 0.25 mA cm−2. (D) Average stripped areal capacity from different Li- Na electrodes 

(three experiments each) as a function of stack pressure. The stripped capacities were measured at a cutoff voltage of 0.15 V. Error bars indicate standard deviation. (E) Color 

maps showing the cell voltage after 3 mA·hour cm−2 of stripping or at a cutoff voltage of 0.62 V if this capacity was not reached, as a function of stack pressure (0.8 to 4.8 MPa, 

x axis) and current density (0.25 to 2.0 mA cm−2, y axis). Working electrodes comprising pure Li, 2.5% Na, 5% Na, 10% Na, and 20% Na were used (left to right, respectively). A 

Li–In alloy (LiIn–In, +0.62 V versus Li/Li+) electrode was used as the counter electrode to avoid short circuiting. All percentages are molar percentages.
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range (>1 kHz). Their minima along the real axis, representing inter-

facial resistance, were observed at 36 to 38 ohm cm
2
. After stripping 

of the pure Li electrode to 5 mA·hour cm
−2

, the cell voltage increased 

to 63 mV, and the high- frequency semicircle in the impedance spec-

trum expanded, representing an increase in interfacial resistance to 

~200 ohm cm
2
 (Fig. 2A). Additionally, the apex frequency of this semi-

circle shifted to lower values during stripping (fig. S7A), indicating that 

this feature is associated with voids at the interface (26, 36, 37). By 

contrast, the impedance spectrum of the 10% Na cell (Fig. 2B) showed 

no substantial increase in its partial semicircle and only a minor shift 

of interfacial resistance to ~41 ohm cm
2
 during stripping, which likely 

includes the impact of interphase growth. This behavior was accom-

panied by a smaller voltage increase to 41 mV in the galvanostatic data. 

These EIS spectra showed the formation of a low- frequency tail (<1 kHz), 

which was also observed in Li-Na electrodes with other compositions 

(fig. S8). Higher Na concentrations typically featured earlier tail de-

velopment and higher voltages in the galvanostatic profiles at the end 

of stripping (figs. S7, B and C, and S8).

The evolution of the Li- Na EIS spectra allows for the following con-

clusions. The lack of semicircle evolution indicates that the electrode- 

SSE interface retains low resistance with minimal void formation 

during stripping, and the growth of the low- frequency tails is likely 

due to interfacial accumulation of the ion- blocking Na phase (fig. S9 

describes control experiments with Na||Na symmetric cells demon-

strating blocking behavior) (38, 39). This result implies that excessive 

Na content (20% Na and above) causes faster voltage polarization 

because of the more rapid interfacial accumulation of Na to block Li 

transport, rather than through void formation. The interfacial reaction 

between the accumulated Na and the SSE can be effectively controlled 

during operation by ensuring that the electrode potential remains 

below ~0.3 V versus Li/Li
+
, at which Na reactions contribute to inter-

phase formation (figs. S4 and S10). Such control maintains low inter-

facial impedance and minimal interphase formation (fig. S10).

Morphological evolution was investigated with cryo- FIB- SEM 

(Fig. 2, E and F). In the initial state, a 10% Na electrode (Fig. 2E and 

fig. S11A) shows Na domains distributed uniformly throughout the 

darker Li, without contact between Na and the SSE material. After 

stripping 4 mA·hour cm
−2

 in a different cell (Fig. 2F), the electrode 

showed a few- micrometer- thick Na layer that contacted the SSE. This 

indicates accumulation of Na at the interface during Li stripping, with 

the Na maintaining electrical contact (Fig. 2B). When Li was fully 

stripped from a 10% Na electrode, Na remained at the SSE interface 

with only minor residual Li present, supporting 74% Li utilization from 

the composite electrode (fig. S12).

The reversibility of this behavior was investigated to understand 

how the accumulated Na interfacial layer evolves upon subsequent Li 

plating. As displayed in Fig. 2C, stable galvanostatic Li deposition 

occurs without nucleation overpotential after the first stripping. We 

provide in Fig. 2G a cryo- FIB- SEM image that demonstrates the ac-

cumulated Na layer shifting away from the interface as Li is deposited 

onto it. The stripping steps during the second and third cycles showed 

EIS evolution and final voltage values similar to those of the first 

Fig. 2. Electrochemical impedance analysis of interfacial evolution. (A and B) In situ EIS analysis of (A) the pure Li and (B) 10% Na electrodes during Li stripping with Li 

counter electrodes at 1.6 MPa stack pressure. (Left) Voltage profiles. (Right) The associated Nyquist plots. A current density of 0.25 mA cm−2 was used with potentiostatic EIS 

spectra taken every 0.5 mA·hour cm−2, as marked. Impedance spectra for other compositions are shown in fig. S7. (C and D) In situ EIS analysis of a 10% Na electrode during 

electrochemical cycling with a Li counter electrode at 2.5 MPa stack pressure. (C) Voltage profile and (D) associated Nyquist plots for the first, second, and third stripping steps. 

Current densities of 0.25 mA cm−2 and 0.1 mA cm−2 were used for stripping and plating, respectively. Potentiostatic EIS spectra were measured every 0.2 mA·hour cm−2 during 

stripping, as marked. (E to G) Cryo- FIB- SEM images of 10% Na electrodes at various stages of cycling: (E) the initial state, (F) after 4 mA·hour cm−2 was stripped, and (G) after  

2 mA·hour cm−2 was plated (after initial stripping of 4 mA·hour cm−2). All cells in (E) to (G) had a stack pressure of 1.6 MPa and current density of 0.25 mA cm−2. In (F) and (G), 

an artificial green color has been overlaid on interface- accumulated Na. Images without the overlays are provided in fig. S11, B and C.
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stripping step (Fig. 2, C and D). The low- frequency EIS tails appear 

during these stripping steps similarly to the first step. This is consis-

tent with a cryo- FIB- SEM image in fig. S11D, which shows interfacial 

Na accumulation after partial stripping after multiple cycles. These 

results indicate that Na returns to contact the SSE interface during 

cyclic Li stripping without substantial void formation. Moreover, the 

EIS signatures suggest that Na accumulates at the interface even be-

fore the deposited Li layer is fully depleted (fig. S11D). Li deposition 

onto the accumulated Na layer (Fig. 2G) also implies that a Na metal 

layer alone could serve as an effective current collector for Li cycling. 

This feasibility was further validated in fig. S13, where Na metal as a 

current collector demonstrated extended cycling capability compared 

with that of a Cu current collector; however, higher Coulombic effi-

ciency was attained with composite Li- Na electrodes.

Operando x- ray computed tomography
We investigated the dynamic evolution of a Li- Na electrode using ope-

rando synchrotron x- ray computed tomography (XCT) imaging. A half 

cell with a 10% Na electrode was used in a cell customized for XCT 

during electrochemical testing (supplementary materials, materials 

and methods). A cross- sectional image slice of the cell stack is shown 

in Fig. 3A. The grayscale contrast between both electrodes and LPSC 

is due to differences of the x- ray attenuation coefficients (8, 40), with 

the electrodes appearing darker because they are primarily composed 

of low- Z Li metal (8, 41).

Galvanostatic stripping and plating were performed sequentially 

by using a current density of 0.5 mA cm
−2

, with stripping and plating 

capacities of 1.0 and 1.13 mA·hour cm
−2

, respectively (fig.  S14). 

Magnified image slices of a location at the interface between the SSE 

and the Li- Na electrode at various times are shown in Fig. 3B. The 

bright domains in the electrode are Na. To highlight Na evolution, 

grayscale intensity profiles across the interface are displayed below 

the image slices in Fig. 3B, with scanned locations indicated with red 

boxes. The electrode- SSE interface is indicated with a red line in each 

intensity plot. As shown in the profile in Fig. 3B, i, the composite 

electrode exhibits greater intensity variation compared with that in 

the SSE region. Grayscale intensity peaks and valleys in the electrode 

correspond to the Na domains and the Li matrix, respectively. The 

average grayscale pixel intensity values of the electrode and the SSE 

regions in this profile are 98.1 ± 65.2 and 124.3 ± 22.9, respectively, 

which is consistent with other locations (fig. S15 and supplemen-

tary text 3).

Three different Na domains were tracked during electrochemical 

cycling, with the peaks associated with these domains indicated 

Fig. 3. Operando x- ray CT analysis of interfacial evolution. (A and B) Operando x- ray tomography imaging of a 10% Na composite electrode half cell during Li stripping and 

plating. (A) An image slice of the 10% Na electrode|LPSC|Li half cell. (B) Cross- sectional images of a portion of the interface between LPSC and the Li- Na electrode at different 

stages of cycling, along with corresponding grayscale intensity profiles from the red boxes in the images. The stages of electrochemical cycling are labeled from left to right as 

follows: (i) 0 mA·hour cm−2 stripped (initial state), (ii) 0.43 mA·hour cm−2 stripped, (iii) 0.95 mA·hour cm−2 stripped, (iv) 0 mA·hour cm−2 plated (equivalent to 1 mA·hour cm−2 

stripped), (v) 0.5 mA·hour cm−2 plated, and (vi) 1.1 mA·hour cm−2 plated. The electrochemical cycling profile is shown in fig. S14. In the grayscale profiles, the SSE interface is 

indicated with red dashed lines. The nearest Na domain (high grayscale intensity) to the interface is indicated with a green dashed line, and other Na domains are indicated with 

blue dashed lines. The white box in (A) indicates the location of these cross- sectional images. (C to E) Simulated stripping analysis to determine the evolution of Li and Na 

coverage at the SSE interface. (C) Rendered 3D subvolumes (top) in the pristine state and (bottom) after simulated Li stripping, where Li is gray and Na is white. The recon-

structed initial volume measures 420 by 420 by 131 μm. The accumulation of Na at the SSE interface was simulated by removing Li voxels from the initial state to a thickness of 

14 μm (10 voxel layers), while Na remained (fig. S16 and materials and methods). (D) Interfacial coverage of Na and Li in the subvolume during the (top) first and (bottom) 

second stripping processes by means of simulated Li stripping. (E) 2D interfacial coverage maps at different simulated stripping states, as marked in (D). Li is gray and 

Na is white.
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in Fig. 3B with green and blue dashed lines in the intensity profiles. 

The Na domain closest to the SSE interface (Fig. 3B, green dashed line) 

initially remained separated from the SSE interface (Fig.  3B, red 

dashed line) by a Li layer (Fig. 3B, i). During Li stripping, this Na peak 

moved closer and became conflated with the SSE interface (Fig. 3B, ii 

to iv). During Li plating, the Na peak again became distinct as Li de-

posited below it (Fig. 3B, iv to vi). This behavior is consistent with the 

ex situ SEM in Fig. 2G and demonstrates the accumulation and re-

moval of Na from the interface. The other Na peaks in the profile were 

also displaced as Li was stripped and redeposited (Fig. 3B, blue dashed 

lines). This Na domain redistribution was consistent with analysis of 

a different location (fig. S15).

As previously discussed, the interfacial distribution of Na is different 

after one cycle compared with its initial state. To understand how the 

interfacial accumulation of Na depends on the initial distribution of 

Na within the microstructure, we developed an analysis to simulate 

Li stripping using the three- dimensional (3D) XCT data. This “simu-

lated stripping” analysis was carried out instead of direct segmenta-

tion of Na because the Na and the SSE phases exhibited similar 

grayscale intensity (Fig. 3B), which precluded accurate segmentation 

of contacting phases. The reconstructed microstructure of the pristine 

composite electrode is shown in Fig. 3C. The simulated stripping pro-

cess involved virtually “removing” a planar layer of Li voxels and 

projecting the Na voxels in the same layer onto the SSE interface, 

followed by identical processing of the next layers (fig. S16). The evolution 

of interfacial coverage of Li and Na is shown in Fig. 3D as a function of 

stripped Li thickness up to 14 μm (10 voxel layers, or 2.9 mA·hour cm
−2

). 

Stripping was simulated for both the pristine XCT microstructure 

(Fig. 3B, i) and the microstructure after one cycle (Fig. 3B, vi). The cor-

responding 2D maps of Li and Na coverage across a region of the inter face 

are shown in Fig. 3E. As shown in Fig. 3, D and E, i to iii, the interfacial 

coverage of Na during the first stripping increased steadily as Li was 

stripped and its coverage decreased. During the second stripping, how-

ever, a more abrupt increase of Na coverage occurred (Fig. 3, D and E, iv 

to vi). This more abrupt increase is due to the deposited Li layer be-

neath the accumulated Na being depleted to result in sudden Na- SSE 

contact. Thus, the microstructural distribution of Na is expected to 

strongly influence Na contact pattern formation at the interface and 

resulting electrochemical behavior.

Electrochemical cycling
We carried out galvanostatic cycling tests to investigate electrochemi-

cal reversibility. Cells with Li–In (indium) counter electrodes were 

cycled with 2 mA·hour cm
−2

 capacity per cycle. All the Li-Na electrodes 

with different compositions showed reversible cycling over 10 cycles 

(Fig. 4A). Because the Li- In counter electrode maintains a constant 

electrode potential during lithiation- 

delithiation (+0.62 V versus Li/Li
+
) 

(28), the voltage profiles in Fig. 4A 

primarily reflect the behavior of the 

Li- Na electrodes. The overlaid strip-

ping profiles over four cycles are 

shown in Fig. 4B. The voltage profiles 

during the first stripping generally ex-

hibited a linear increase, with their 

slopes approximately proportional to 

Na concentration. Sub sequent strip-

ping profiles showed nonlinear in-

creases, especially with higher Na 

concentrations. The Na distribution 

therefore affects the extent of voltage 

polarization because the more abrupt 

accumulation of the Na phase at the 

SSE interface observed in the second 

cycle in the XCT data in Fig. 3D gives 

rise to more rapid polarization. The 

5 and 10% Na electrodes also exhib-

ited stable cycling upon doubling the 

cycling capacity to 4 mA·hour cm
−2

 

per cycle (fig. S17).

We also conducted longer- term 

galvanostatic cycling tests. We show 

in Fig. 4, C and D, cycling of a 5% Na 

electrode at a current density of 

0.75 mA cm
−2

 and a stack pressure of 

2.5 MPa (Fig. 4C) and a 10% Na electrode 

at a current density of 0.5 mA cm
−2

 

and a stack pressure of 1.6 MPa 

(Fig. 4D). Under these conditions, 

pure Li electrodes typically exhibited 

rapid voltage polarization during 

stripping owing to interfacial void-

ing, followed by short circuiting dur-

ing plating (Fig. 4, C and D, insets). 

By contrast, the cells with Li- Na elec-

trodes showed substantially enhanced 

cyclability and low voltage. The 5% 

Na electrode (Fig. 4C) and the 10% Na 

Fig. 4. Galvanostatic cycling tests of Li- Na electrodes. (A) Cycling of various electrodes with different compositions (2.5 to 

20 atomic % Na) at a current density of 0.25 mA cm−2 and a stack pressure of 2.5 MPa. (B) Corresponding stripping voltage 

profiles for the first four cycles, as highlighted within the red box in (A). (C and D) Long- term cycling stability of (C) 5% Na and 

(D) 10% Na electrodes. For comparison, pure Li electrodes were cycled under the same conditions as in (C) and (D). The cells in 

(C) were cycled at a current density of 0.75 mA cm−2 and a stack pressure of 2.5 MPa, and those in (D) were cycled at a current 

density of 0.5 mA cm−2 and a stack pressure of 1.6 MPa. All cells used a Li–In counter electrode and were tested with an areal 

capacity of 2 mA·hour cm−2 per cycle. The measured voltage values displayed are negative because the Li–In counter electrode 

exhibits an electrode potential of 0.62 V versus Li/ Li+.
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electrode (Fig. 4D) sustained over 100 and 50 cycles, respectively. Additionally, 

the 5% Na electrode demonstrated outstanding cyclability at a current 

density of 1 mA cm
−2

 and a stack pressure of 4.1 MPa (fig. S18). These 

results demonstrate that the accumulation of Na at the SSE interface 

not only mitigates voiding, but because of its electrochemical inactivity 

and deformability, it also supports stable Li plating (Fig. 2G), enabling 

cycling at low stack pressures.

All- solid- state full cells with Li- Na anodes and sulfur cathodes were 

fabricated and tested under low stack pressures between 2.5 and 

0.8 MPa (figs. S19 and S20 and supplementary text 4), which is much 

lower than most literature demonstrations of sulfur SSBs (42, 43). A cell 

with a 5% Na anode displayed >3 mA·hour cm
−2

 and 75% capacity reten-

tion after 100 cycles with 2.5 MPa stack pressure (fig. S19), whereas cells 

with pure Li anodes short circuited in approximately five cycles. A cell 

with a 10% Na anode exhibited 69 cycles at a stack pressure of 0.8 MPa 

(fig. S20A), whereas a pure Li cell short circuited in the first cycle.

In fig. S2, we compare the experimental conditions (stack pressures 

and current density) from the results herein with other published SSB 

demonstrations that used Li metal and alloy electrodes with sulfide 

SSEs. Alloy anodes such as Si are frequently used to overcome the 

challenges of Li metal (27–29). However, both Li metal and Li alloy 

anodes usually necessitate high stack pressures, ranging from a few 

megapascals to tens of megapascals (fig. S2). The required stack pres-

sure generally rises with increased current density, with higher stack 

pressures needed to maintain the morphological conformity of the 

solid- solid interface (29, 44). Our multiphase alkali metal electrodes 

deviate from this trend, functioning effectively at stack pressures between 

0.8 and 2 MPa, with modest current densities (fig. S20). Incorporating 

denser Na into the Li anode reduces specific energy by only 1 to 2% 

(table S5 and fig. S21), allowing for mechanistic benefits to be realized 

with negligible impact on energy metrics.

Electro- chemo- mechanical modeling
We developed a mesoscale model to better understand how electro- 

chemo- mechanical interactions influence Na domain evolution at the 

SSE interface. The model considers electrochemical reaction kinetics, 

mechanical deformation of the metals, diffusivity, and ionic transport 

(supplementary materials). The stress distribution in a pure Li elec-

trode near a void at the Li- SSE interface is illustrated in Fig. 5A (1 MPa 

stack pressure). The stresses diminish above the void because of the 

absence of Li/SSE contact, whereas stress concentration in the Li oc-

curs near the void edges. Current focusing near the void edges during 

stripping leads to contact loss at the Li- SSE interface and void growth 

(Fig. 5, B and C). By contrast, a Na domain at the interface contacts 

both the SSE and Li, homogenizing the stress distribution with the 

Na domain under compressive stress (Fig. 5D). Because Na has a lower 

yield strength than that of Li (nanoindentation shows 54% lower hard-

ness) (fig. S23) (45–47), the stress exerted on the Na domain by the 

surrounding Li can induce plastic deformation and creep along the 

interface as Li is stripped. The simulation shows that this causes Na 

to deform and extend along the SSE interface as Li is removed (Fig. 5, 

E and F), suppressing the formation of voids. From these results, we 

expect that it is the chemo- mechanical behavior of Na that enhances 

stripping behavior rather than a pure transport effect; density func-

tional theory calculations showed that Li- Na interfaces exhibit lower 

diffusivity than do Li surfaces (fig. S24 and table S7).

Fig. 5. Electro- chemo- mechanical modeling of the evolution of the SSE interface. (A) Normal stress along the y direction in Li metal with a void at the SSE interface. The 

void size w/L = 0.3 (where w is the void width and L is the model dimension). (B and C) Li- SSE interfacial evolution and void growth from time (B) t = 0 to (C) t = 2 min, with an 

applied current density (IApp) of 0.5 mA cm−2. (D) Normal stress along the y direction in Li metal with Na at the SSE interface (Na size, w/L = 0.3). The other stress components 

are included in fig. S22. (E and F) Li- SSE interfacial evolution from time (E) t = 0 to (F) t = 2 min, when Na is present at the interface (IApp = 0.5 mA cm−2). (G and H) Electric 

potential distribution in the SSE with (G) void and (H) Na at the Li- SSE interface. (I and J) Effects of current density and void or Na size on Li- SSE contact fraction with (I) void 

and (J) Na domain. (K) Reaction current density at the Li- SSE interface with and without Na at time t = 0 and t = 2 min. IApp is 0.5 mA cm−2, and the void or Na domain size 

(w/L) is 0.2. The stack pressure applied in this model is 1 MPa. The mathematical formulation used for this model is described in supplementary text 7.
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The electric potential distributions within the SSE after 2 min of 

stripping for both simulated cases are shown in Fig. 5, G and H, for 

an applied current density IApp = 0.5 mA cm
−2

. The greater Li- SSE 

contact achieved with Na results in less current focusing at the inter-

face (fig. S25) and a more uniform potential distribution in the SSE 

domain. The effect of void or Na domain size and applied current 

density on Li- SSE contact evolution at time (t) = 2 min is shown 

in Fig. 5, I and J. The reaction heterogeneity at the interface increases 

and Li- SSE contact decreases with an increase in applied current den-

sity. An increase in void or Na domain size also exacerbates current 

heterogeneity owing to the reduced Li- SSE interfacial contact. How-

ever, the action of Na in suppressing voids sustains higher interfacial 

contact fractions at higher current densities and domain sizes. The 

difference in Li- SSE contact evolution with and without Na is more 

pronounced for smaller voids because of the rapid growth of the void 

through Li surface diffusion. In Fig. 5K, we compare the reaction dis-

tribution for a void versus Na domain with IApp = 0.5 mA cm
−2

 in the 

initial state (t = 0 min) and after t = 2 min. Initially, the interfacial 

contact region for the void and Na are the same, resulting in an identi-

cal reaction current distribution (Fig. 5K). As the interface evolves over 

time, more contact loss and current focusing occurs near the void 

compared with Na. Overall, these simulation results show that the 

deformability of Na promotes dynamic interfacial contact in response 

to local chemo- mechanical stimuli, suppressing void formation as Na 

accumulates at the interface.

Conclusions
We have demonstrated the concept of interfacial morphogenesis ap-

plied to Li metal SSBs, in which interfacial properties are self- regulated 

across length scales in a multiphase electrode through global contact 

pattern formation promoted by local chemo- mechanical stimuli. 

Binary Li- Na electrodes show the capability to suppress void growth 

through accumulation of highly deformable Na domains at the SSE 

interface, enhancing Li stripping capacity and cycling at low stack 

pressures (<3.2 MPa). The electrochemical inertness of the Na phase 

with respect to active Li enables the Na to avoid the structural degra-

dation often seen in Li- reactive metal alloy or carbon interlayers and 

composites (25, 29). Additionally, binary alkali metal foils can be cre-

ated and cold- rolled with simple metallurgical techniques, avoiding 

more complex processing (6, 23, 24, 26). Overall, this study shows the 

promise of engineering Li metal electrodes with tailored chemo- 

mechanical properties to promote desired morphology evolution. To 

address the diverse demands of battery applications (such as in electric 

vehicles), it is essential to investigate the chemo- mechanical evolution 

of materials under varying conditions, such as different charging- 

discharging rates, temperatures, and charging modes (such as current 

pulsing) (9, 48, 49). Such investigations could enable multicomponent 

metal anodes to achieve enhanced performance metrics that would be 

attractive for practical applications.
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MARINE MICROBES

Oxygen intrusions sustain  
aerobic nitrite- oxidizing bacteria 
in anoxic marine zones
Pearse J. Buchanan1,2*, Xin Sun1, J. L. Weissman3,4,5,  

Daniel McCoy1,6, Daniele Bianchi6, Emily J. Zakem1 

Anaerobic metabolisms are thought to dominate nitrogen 

cycling in anoxic marine zones (AMZs). However, thriving 

populations of aerobic nitrite- oxidizing bacteria (nOB) in AMZs 

challenge this assumption and remain unexplained. using 

theory and modeling, we show how periodic oxygen intrusions 

sustain aerobic nOB in AMZs alongside more competitive 

aerobic heterotrophs. ecological theory, supported by 

numerical simulations and genomics, frames nOB as 

opportunists exploiting a fleeting supply of oxygen. Consistent 

with in situ observations, simulated nOB contribute 

substantially to total oxygen consumption at AMZ boundaries, 

which implies that nOB may provide a major stabilizing 

feedback to AMZs. Fine- scale ocean currents increase the 

metabolic diversity in AMZs, which could stabilize AMZ volume 

under climate change.

Anoxic marine zones (AMZs) form in the Eastern Pacific and Northern 

Indian Oceans, where consumption of oxygen by respiring aerobic 

organisms exceeds oxygen supply. Anoxia generates a niche for anaero-

bic metabolisms central to nitrogen cycling and ocean- climate feed-

backs. Anaerobic metabolisms remove bioavailable nitrogen, which 

proximally limits ocean primary productivity over half the ocean (1), 

and produce nitrous oxide (N2O), a potent greenhouse gas and ozone 

depleter (2). As marine deoxygenation intensifies (3), AMZs and nitro-

gen loss may expand (4). However, our understanding of the biogeo-

chemical consequences of this expansion remains limited, in part 

because recent observations have revealed ample rates of aerobic as 

well as anaerobic metabolisms in AMZs (5–10).

How AMZs respond to ocean deoxygenation is impacted by complex 

and poorly understood microbial ecology. It remains unclear how an-

aerobic denitrification (NO3
−
 → NO2

−
 → NO → N2O → N2) and anammox 

(NH4
+
 + NO2

−
 → N2), which remove bioavailable nitrogen, co- occur along-

side the aerobic metabolisms of ammonia oxidation (NH3 + O2 → NO2
−
) 

and nitrite oxidation (NO2
−
 + O2 → NO3

−
), the two steps of chemoau-

totrophic nitrification that remove oxygen (9–14). Nitrite- oxidizing 

bacteria (NOB) thrive in open ocean AMZs, displaying remarkably high 

biomass and activity in apparently anoxic waters (12, 15–20). Ammonia- 

oxidizing archaea (AOA) are also active and abundant in low- oxygen 

waters, including the low- oxygen layers above anoxic layers, where 

their abundance can be 10- fold higher than that of NOB (8, 21–24). 

However, AOA are typically less active than NOB in anoxic waters 

(5, 10, 13, 16, 17). The relative success of NOB in AMZs likely alters the 

rates of nitrogen loss and N2O production (8, 10, 25, 26), although 

the mechanism explaining their success is not yet clear. More fun-

damentally, the existence of thriving aerobic NOB in AMZs challenges 

our understanding of how diverse aerobic and anaerobic metabo-

lisms coexist.

Multiple explanations for nitrification in AMZs have been pro-

posed (27). The high oxygen affinities of both AOA and NOB suggest 

that these microbes can survive at nanomolar oxygen concentrations 

(8, 25), although these chemoautotrophs are unlikely to outcompete 

facultatively aerobic heterotrophs for oxygen (28). Alternatively, cer-

tain clades of AOA and NOB may have evolved oxidation pathways 

by using electron acceptors other than oxygen (11, 12, 27, 29). Others 

suggest that episodic oxygen supply to anoxic waters might be suf-

ficient to sustain viable populations of nitrifiers (8, 9, 14, 30). Although 

these hypotheses are not mutually exclusive, a sufficient explanation 

must also illuminate why AOA exhibit lower activity than NOB in anoxic 

waters (5, 10, 13, 16, 17). In this study, using ecological theory and mod-

eling, we show that fleeting oxygen intrusions can explain the obser-

vations of active, thriving aerobic NOB in AMZs.

Results
Heterotrophs exclude aerobic nitrifiers in steady- state anoxia

A leading explanation for aerobic NOB within AMZs is their high 

affinity for oxygen (8, 25). Previous theory has shown that aerobic 

and anaerobic metabolisms can coexist under steady- state anoxia 

with a cryptic oxygen supply, which is consistent with observations 

(6, 7, 28). However, empirical estimates show that chemoautotrophic 

nitrification demands more oxygen than aerobic heterotrophy (roughly 

three to four times) per mole of biomass synthesized (tables S1 and 

S2) (31, 32). Consequently, aerobic nitrifiers are thought to be out-

competed by aerobic heterotrophs when both metabolisms are lim-

ited by oxygen (28). Nitrifiers could be alleviated from this competitive 

exclusion if heterotrophs were limited by organic substrates. Affinity, 

oxygen demand, other traits, and ecological factors all play a role in 

the competition for oxygen, together setting the subsistence concen-

trations of the microbial populations, which determine their com-

petitive abilities (32).

We expanded a previous analysis (28) to assess the competitive out-

comes of populations of the major microbial functional types within 

a virtual chemostat model representative of AMZ conditions (Fig. 1A 

and materials and methods). We incorporated a wider diversity of 

traits, accounting for differences in cell size, carbon quota, stoichiom-

etry, maximum growth rate, biomass yields, and nutrient affinities 

(tables S1 and S2). We solved for the steady- state solutions across 

different ratios of oxygen and organic matter supply to generate an 

anoxic- oxic landscape (Fig. 1B).

Despite the diversity of traits considered, both nitrifying functional 

types (AOA and NOB) are consistently competitively excluded by fac-

ultatively aerobic heterotrophs when oxygen is limiting (Fig. 1C). The 

high affinity of AOA and NOB for oxygen (8, 9, 25) does enable growth 

at nanomolar oxygen concentrations (10, 17, 18) (table S3), but hetero-

trophs in general are the superior competitors across the plausible 

trait space because they have a lower oxygen demand for biomass 

synthesis (supplementary text, fig. S1, and table S2). The point at which 

heterotrophy transitions to perform anaerobic metabolism (denitrifi-

cation in this case) occurs at oxygen concentrations that are less than 

the subsist ence oxygen concentration required by AOA and NOB (table S3). 

When considering the enormous diversity of heterotrophic bacteria, 

we expect that nitrifiers may outcompete a subset of inefficient aerobic 

heterotrophs for oxygen, whereas other more efficient heterotrophs will 

consistently exclude nitrifiers when oxygen is limiting, at least under 

steady- state conditions.

Aerobic nitrifiers viable with oxygen intrusions to AMZs

The steady state can be considered as the climatological state of 

AMZs, set by the large- scale balance of physical supply and biological 

demand of oxygen. However, variability from fine- scale ocean cur-

rents sets the “weather” of the AMZs (33). These currents lead to 
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time- varying intrusions of oxygen (34). Phytoplankton in shallow 

AMZ waters may also supply oxygen locally (6). This oxygen supply 

results in “cryptic” oxygen cycling, inferred from nanomolar oxygen 

concentrations (35–37) alongside nonzero oxygen consumption rates 

(7, 9). We next investigated how time- varying oxygen supply may 

allow NOB to thrive.

We modeled the biomass (B) of a microbial population as

where the growth rate (μ) must balance the loss rate (L) for the popula-

tion to be viable. In a time- varying environment, this balance can be 

achieved over time. Assuming that nitrifiers (AOA or NOB) are obli-

gately aerobic, and neglecting limitation by micronutrients like iron 

(38), we consider oxygen intrusions to cause nitrifiers to switch from 

oxygen- limited growth (μ
O

2

) to nitrogen- limited growth (μ
N
) (Fig. 2A).

Following Litchman and Klausmier (39), we estimated the fraction of 

time, f , that nitrifiers must be released from oxygen- limited growth 

to sustain themselves in a low- oxygen environment (see derivation in 

materials and methods) as

where μO2
 and μN are the oxygen-  and nitrogen- limited growth rates, 

respectively, and L represents the integrated loss to predators, viral 

lysis, cell maintenance, and other mortality.

To simplify, we can assume μ
O

2

 is negligible when oxygen is inacces-

sible [ignoring potential anaerobic metabolism (11, 12, 27)]. Also, if 

the nitrogen resource (nitrite for NOB or ammonium for AOA) is abun-

dant, then μ
N
 may approach the maximum growth rate (μmax). With 

both assumptions,

and the fraction of time that oxygen does not limit growth is approxi-

mated by the ratio of the population’s loss rate to maximum growth 

rate. If L ≪ μ
max, f  approaches zero, implying viability in environ-

ments with infrequent oxygen intrusions.

This theory can explain the divergent activities of NOB and AOA in 

AMZs. It is typical for nitrite to accumulate and for ammonium to be 

depleted in AMZs (12, 30). This difference in electron donor availability 

means that during an oxygen intrusion, AOA cannot maximize growth 

(μ
N
< μ

max) and require more frequent oxygen intrusions to sustain a 

viable population (fig. S2). In addition, NOB may grow rapidly on the 

abundant nitrite pool.

Chemostat simulations with oxygen intrusions support theory

Next, we applied pulses of oxygen to the virtual chemostat model to 

examine whether the theory is borne out when considering the AMZ 

microbial ecosystem (Fig. 1A). We periodically increased the input of 

oxygen into the chemostat, widely varying both the intensity and the 

frequency of the pulses (materials and methods). We applied these 

pulses to background conditions (i.e., constant supply rates of organic 

matter and oxygen) that generate deep anoxia and exclude nitrifiers 

under steady state (red stars in Fig. 1). After an oxygen pulse, most 

experiments return to functional anoxia, containing ≈10 nM of oxygen 

when averaged in time (Fig. 2B, and fig. S3), roughly matching the 

subsistence oxygen concentration required to sustain a viable popula-

tion of NOB (table S3). Even large oxygen pulses are rapidly consumed 

by the microbial community, returning the system to long periods of 

oxygen scarcity <10 nM (fig. S3).

As predicted, the episodic pulses sustain a population of obligately 

aerobic NOB in the model. Mean nitrite oxidation rates are substan-

tially larger under anoxic regimes with fleeting oxygenation—reaching 

values as high as 500 nM day
−1

—than they are under fully oxic or fully 

anoxic regimes (Fig. 2C). Peak NOB activity and biomass co- occur 

with f  values close to the analytically derived f  of Eq. 3 (dashed 

black line in Fig. 2, B to E), indicating that coexistence of aerobic 

NOB with anaerobic metabolisms is beneficial. In this case, f  is an 

emergent property of the model (Fig. 2D), calculated as the time- 

averaged growth limitation by oxygen (0) or nitrogen (1). A resulting 

f  near zero indicates persistent oxygen limitation, whereas f  near 

one indicates fully oxygenated experiments with nitrogen limitation. 

This nitrogen limitation occurs because nitrite does not accumulate 

in the absence of heterotrophic nitrate reduction, even when am-

monia oxidation is active. Thus, transient oxygenation maximizes 

the supply of both resources (Fig. 2E).

These results are qualitatively robust across widely varying val-

ues of maximum growth rate (μmax) and conditions, including when 

μ
max of NOB is lower than that of heterotrophs and AOA (figs. S4 

to S6). As Eq. 3 suggests, a lower μmax for NOB increases the fre-

quency or strength of the oxygen intrusions required to sustain the 

dB

dt
= (μ−L)B  (1)

f =

L − μO2

μN − μO2

 (2)

f ≈
L

μmax  (3)

Fig. 1. Steady- state outcomes of the virtual chemostat model. (A) Schematic of 

the model. The chemostat (single- box model) contains aerobic and anaerobic 

metabolisms carried about by key microbes: facultative nitrate-  and nitrite- reducing 

heterotrophs (NAR, nitrate reductase; and NIR, nitrite reductase), ammonia- oxidizing 

archaea (AOA), nitrite- oxidizing bacteria (NOB), and anammox bacteria (AOX). Traits 

and yields are detailed in tables S1 and S2. (B) Steady- state oxygen concentration as a 

function of different rates of organic nitrogen (Norg) and O2 supply. (C) Rate of nitrite 

oxidation (nM day−1). Silver contour marks where 100% of heterotrophy is aerobic 

[following Zakem et al. (28)]. Black contour is the subsistence O2 concentration for 

NOB (table S3). Resulting active metabolisms in the anoxic and oxygenated regimes 

are listed. Red stars indicate the background (constant) Norg and O2 supply rates used 

in the O2 pulse experiments (large star shows the background rates for experiments 

presented in Fig. 2).
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population, shifting f  to higher values. Additionally, aerobic AOA is 

sustained at minimal rates owing to competition with anaerobic 

ammonium oxidation (anammox) for a limited supply of both am-

monium and oxygen (fig. S7). Our sensitivity studies, however, 

indicate that under organic matter–rich conditions, faster- growing 

strains of AOA could theoretically replace slower- growing strains 

of NOB as the dominant oxygen consumers (fig. S6). Further ex-

perimental studies are required to determine whether this theoretical 

outcome is realized, perhaps nearby organic particles or in highly 

productive coastal areas.

Nitrite oxidizers in a three- dimensional (3D) model AMZ

We next investigated whether NOB thrive in AMZs with realistic ocean 

dynamics, where mesoscale eddies supply oxygen variably over space 

and time. We incorporated our microbial ecosystem model into an 

eddy- resolving, 3D model of the Eastern Tropical South Pacific, which 

contains one of the major AMZs of the world ocean. Specifically, we 

integrated the key heterotrophic and chemoautotrophic microbial 

functional types (Fig. 1A) into the biogeochemical elemental cycle 

(BEC) model (40), which was coupled online to the regional oceanic 

modeling system (ROMS) configured at an eddy- resolving (0.1° hori-

zontal) resolution (41) (materials and methods). The model explicitly 

simulates the time- varying nature of oxygen intrusions within the 

emergent AMZ.

The model produces an AMZ offshore of the 

Peruvian upwelling, reaching a maximum vertical 

thickness of about 500 m, with nitrite accumulat-

ing. Because the model regularly generates me-

soscale eddies of 10-  to 100- km radii (42, 43), 

oxygen intrusions are common at the boundaries 

of the simulated AMZ (Fig. 3A). As predicted by 

our theory, NOB biomass and activity peak where 

the supply of limiting resources—oxygen and 

nitrite—is maximized (Fig. 3b). NOB activity is 

particularly high at the upper AMZ boundary, where 

high rates of nitrate reduction, driven by a rich or-

ganic matter flux, coincide with more frequent oxy-

gen intrusions (Fig. 3D). We provide animations of 

daily mean output in the supplementary materials.

Although AOA are active within the simulated 

AMZ, they do not thrive to the same extent as NOB 

(Fig. 3C). This captures the observed decoupling 

between AOA and NOB in oxygenated versus 

oxygen- depleted environments. In oxygenated en-

vironments, ammonia and nitrite oxidation rates 

are of similar magnitude, and estimated AOA:NOB 

abundance is of order 10:1 (44) (Fig. 3, E and F), 

as captured by the model (Fig. 3, G and H). By 

contrast, in oxygen- depleted waters, nitrite oxida-

tion rates and NOB abundances are considerably 

higher in both data (45) and model.

Aerobic NOB may stabilize anoxia

NOB contribute substantially to the oxygen con-

sumed at the boundaries of the AMZ (Fig. 4A and 

fig. S8). When integrated within the AMZ (oxygen 

<1 μM) and across simulations that vary the rela-

tive μmax values of the microbial functional types 

(supplementary text, figs. S9 to S11, and tables S4 

and S5), nitrite oxidation contributes 24 to 49% of 

total oxygen consumption (Fig. 4B). At individual 

locations, this contribution varies over a wider 

range (Fig. 4C): The modeled interquartile range 

of 0 to 66% is consistent with measured contribu-

tions of 0 to 69% (Fig. 4B and fig. S12). In the model, 

these location- specific contributions are low when total oxygen con-

sumption is low (fig. S8). Because of this positive correlation, the in-

tegrated contribution exceeds the mean of the location- specific values. 

Thus, an empirical estimate of NOB’s contribution to oxygen consump-

tion across an AMZ likely requires weighting the mean of measured 

contributions at individual locations by the total oxygen consumption.

A consistent result of both the chemostat and 3D models is that 

aerobic NOB show increased biomass and activity when exposed to 

stronger and more frequent oxygen pulses, so long as anoxic conditions 

return. By consuming more oxygen with more biomass, NOB exert a 

negative feedback to increasing oxygen supply. This sustains the an-

aerobic niche, which also ensures nitrite supply through heterotrophic 

nitrate reduction (Fig. 4D). Thus, NOB may stabilize the size and in-

tensity of AMZs and may do so in a highly responsive manner, because 

their growth is not typically limited by their electron donor, nitrite, 

which accumulates in AMZs (12, 30). Heterotrophic bacteria and AOA 

cannot exploit an oxygen intrusion as rapidly as NOB if their growth 

is limited by organic matter and ammonium, respectively, which is 

thought to generally be the case (46–48), although this may differ in 

organic matter–rich environments (fig. S6). Overall, our results imply 

that if the oxygen supplied to AMZs declines as expected (33), NOB 

biomass and aerobic nitrite oxidation may also decline, which would 

in turn reduce biological oxygen demand. In this way, NOB may buffer 

oxygen perturbations to AMZs.

A

B C D

E

Fig. 2.  Episodic oxygen pulses support aerobic nitrite oxidation in anoxic conditions. (A) Schematic of 

oxygen intrusions to an AMZ causing a shift from an oxygen- limited growth rate (μO2) to a nitrogen- limited 

growth rate (μN) and rapid NOB biomass accumulation (red). (B) Average concentration of dissolved oxygen 

(O2; nM) over last 100 days of chemostat experiments (run to dynamic equilibrium). O2 pulses applied over a 

range of amplitudes and periods (inverse of frequency). Silver contour marks where 100% of heterotrophy is 

aerobic [ϕ = 1, from Zakem et al. (28)]. Active metabolisms in the anoxic and oxygenated regimes are listed. 

(C) Average rate of nitrite oxidation in nM day−1. (D) Fraction of time NOB released from oxygen limitation 

(f ) in model. Black dashed line is analytically derived f , where f ≈
L

μmax
. (E) Relationship between f , the rate of 

nitrite oxidation (circles), and NOB abundance (pluses). Points are colored by the average rate of oxygen or 

nitrite supply, whichever is lowest (nM day−1).
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Genome- based maximum growth rates support theory

Our results imply that the NOB inhabiting AMZs (25, 49) survive 

because of an opportunistic “boom- and- bust” life- history strategy 

(39), “booming” when oxygen is available. Furthermore, Eq. 3 sug-

gests that NOB are better adapted to AMZs when their maximum 

growth rates (μmax) are higher. Thus, selection for faster growth to 

facilitate colonization deeper into AMZs, where oxygen intrusions 

are rarer (50), may leave discernable patterns of growth optimization 

on NOB genomes.

As a first test of this hypothesis, we 

applied codon usage bias statistics (51) to 

estimate μmax from available metagenome- 

assembled genomes (MAGs) of marine 

NOB and other functional types (mate-

rials and methods and table S6). Codon 

usage bias in ribosomal proteins reflects 

a universal signature of optimization 

for rapid growth (52). It has been shown 

to accurately predict growth potential 

even when extrapolating across phyla 

(51). However, the limited training da-

taset for the algorithm is biased toward 

heterotrophic bacteria, so we updated 

the training dataset with measured μmax 

from three AOA and six NOB species 

(fig. S13 and table S7) to improve the 

predictions.

The metagenome- based estimates of 

μ
max for NOB from AMZs, as well as 

from oxygenated environments, are 

higher than those of AOA and the avail-

able MAGs of heterotrophic bacteria 

extracted from AMZs (Candidatus 

Pelagibacter, a member of the ubiqui-

tous SAR11 clade, known to grow slowly) 

(Fig. 5). Measurements from cultures 

(red markers in Fig. 5) also suggest 

higher μmax for NOB than AOA. The 

genomic estimates lie at the high end 

of the measurements, in part because 

the estimates represent a theoretical 

maximum rate that may not be cap-

tured by laboratory conditions. That 

said, much uncertainty lies in the ge-

nomic estimates, although some confi-

dence can be garnered from a previous 

clustering analysis (51) that identified 

a threshold delineating faster- growing 

copiotrophs, with more reliable esti-

mates, from slower- growing oligotro-

phs (39). [This threshold depends on 

the assumed optimal growth tempera-

ture and is not subject to the 5- hour 

doubling time threshold presented in 

Weissman et al. (51) (materials and 

methods)]. Many NOB μmax estimates 

appear near or above this threshold (black 

dashed line in Fig. 5). Acknowledging 

the uncertainties, we speculate that 

some NOB populations may be able to 

grow faster than AOA and Pelagibacter 

in AMZs and perhaps be considered as 

copiotrophs.

This analysis supports our hypothesis 

that opportunistic traits would benefit 

NOB clades in AMZs. However, we emphasize that our main conclusion—

that periodic oxygen intrusions explain the success of NOB within 

AMZs—is not contingent on NOB having a high μmax relative to other 

aerobic types.

Outlook and implications
Ocean- going studies have identified thriving populations of putatively 

aerobic NOB co- occurring with anaerobic metabolisms in all known 

major ocean AMZs (10–14, 19, 20, 49), leading to numerous hypotheses 

Fig. 3. AMZ nitrification dynamics in an eddy- resolving 3D ocean model. (A) Standardized variation (standard 

deviation divided by mean) in oxygen (O2) between 200-  and 400- m depth on a single day. (B) Maximum rate of nitrite 

oxidation between 200-  and 400- m depth on the same day. Annual maximum values of (C) ammonia oxidation and  

(D) nitrite oxidation along 85°W [dashed line in (A) and (B)]. (E) Observed (45) and (G) modeled co- occurring rates of 

ammonia oxidation and nitrite oxidation, colored by in situ oxygen concentration. (F) Observed Thaumarchaeota (AOA) 

and Nitrospina (NOB) ribosomal RNA gene copies (45) and (H) modeled AOA and NOB cell- number estimates, calculated 

from carbon biomass by using measured cell carbon quotas of marine organisms (table S1 and materials and methods). 

Model data in (G) and (H) are from 2000 randomly sampled depth profiles (0 to 1000 m) within the box depicted in (A) 

and (B). Model statistics are generated from daily averages over the final simulation year.
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to explain this counterintuitive phenomenon. Our theoretical frame-

work suggests that AMZs prone to oxygen intrusions are ideal habitats 

for aerobic NOB. A “goldilocks” zone of oxygen and nitrite supply exists 

for NOB at the oxic- anoxic boundary (26), a boundary that is greatly 

expanded by considering the folding effect of eddies (e.g., Fig. 3A). At 

the shallow edge of AMZs, NOB may also access diurnally pulsed oxy-

gen supply from phytoplankton (6). Whether it is biological or physical 

in origin, we propose that episodic oxygen supply is key to the vigorous 

cycling between nitrite and nitrate observed in marine AMZs 

(12, 15–19). Although likely outcompeted by many heterotrophs in 

steady- state anoxia, NOB can sustain themselves by rapidly growing 

during oxygen intrusions, which offsets their losses during oxy-

gen scarcity. We have provided initial genomic evidence that this 

“boom- bust” strategy has selected for opportunistic traits in marine 

NOB clades.

We have explained the elevated NOB activity and biomass in AMZs 

by assuming an obligate aerobic metabolism. Although growth 

through alternative electron acceptors (11, 12, 27) would be comple-

mentary, we argue that it is not essential where oxygen intrusions 

occur, even when rare. Anaerobic growth would, however, increase 

NOB viability, making NOB even less reliant on oxygen intrusions 

(fig. S14). Additionally, NOB may also reverse the nitrite oxidoreduc-

tase enzyme and perform heterotrophic nitrate reduction (53–55), 

generating the very nitrite they require for bursts of growth during an 

oxygen intrusion. These anaerobic metabolisms, if accessible, would 

further consolidate AMZs as optimal environments and allow colo-

nization deeper into the AMZ core.

The time- varying circulation set by mesoscale eddies is critical for 

understanding the presence of aerobic NOB and aerobic metabolisms 

in general within AMZs. For the first time, we have explicitly resolved 

both the mesoscale and microbial populations that drive marine 

nitrogen cycling within a 3D simulated AMZ, allowing for the coex-

istence of aerobic NOB with anaerobic metabolisms. These in silico 

results corroborate in situ measurements of significant oxygen con-

sumption by NOB (9) and also identify NOB as opportunistic stabiliz-

ers of anoxia, particularly at the AMZ boundaries. In this sense, NOB 

Fig. 4. NOB contribution to O2 consumption and its stabilizing feedback to oxygen perturbations. (A) Annual average contribution of NOB to oxygen consumption 

along 85°W. The black line shows where annual mean O2 = 1 μM. (B) Observed (9) and modeled NOB contribution to total O2 consumption at different ambient O2 

concentrations. The modeled percentiles (gray shading) refer to the NOB contribution to O2 consumption at individual locations and within discrete O2 bounds and thus are 

directly comparable with the observations. The integrated contribution (red shading) is the total NOB contribution to O2 consumption, cumulatively calculated less than an 

O2 concentration. The range incorporates temporal variations and different assumptions of microbial maximum growth rates (materials and methods and supplementary 

text). (C) Temporal variability in the contribution of NOB to O2 consumption. All model data are generated from daily averages over the final simulation year. (D) Schematic 

of the NOB feedback to perturbations in O2 supply: O2 intrusions (1) stimulate nitrite oxidation (2) and gains in NOB biomass, which in turn elevates O2 consumption (3) and 

a more rapid return to anoxia, thereby supporting production of nitrite through anaerobic nitrate reduction (4), which maintains the ability to buffer O2 intrusions.

Fig. 5. Metagenome- based estimates of maximum growth rates of marine 

microbial functional types. Each black dot is the central μmax estimate for an individual 

metagenome- assembled genome (MAG) obtained using codon usage bias statistics (51) 

for a reference temperature of 13°C. The vertical lines are 95% confidence intervals. MAG 

metadata are listed in table S6. The dashed line demarcates the threshold delineating 

oligotrophs from copiotrophs as well as the reliability of the estimates according to previ-

ous analysis (51). Filled red markers are measurements of μmax from cultures of AOA and 

NOB (table S1). Empty red markers are in situ estimates (24). The vertical red arrow 

indicates the large range in μmax for diverse heterotrophic bacteria (table S1).
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may in fact stimulate nitrogen loss in AMZs, a view that challenges 

their proposed role as suppressors (8, 10, 25). However, whether NOB 

stimulate or suppress nitrogen loss—and whether they alter the bal-

ance of anammox to denitrification and thereby affect N2O fluxes—

will also depend on processes not well understood or resolved in this 

study, such as the full suite of denitrification modularity, the roles of 

obligately aerobic or anaerobic heterotrophic populations (56), and 

ecological interactions within particle microenvironments (57). These 

are grand challenges for our growing understanding of the nitrogen 

cycle. What is perhaps clearer is that the small- scale ocean circulation, 

the “weather” of the ocean, is essential to projections of AMZ volume 

and their biogeochemical implications, not only because it better rep-

resents the dynamics underpinning physical oxygen supply (33, 58) 

but also the ecological dynamics governing oxygen demand.

REFERENCES AND NOTES

 1. C. M. Moore, Philos. Trans. R. Soc. London Ser. A  374, 20150290 (2016). 

 2. A. R. Ravishankara, J. S. Daniel, R. W. Portmann, Science  326, 123–125 (2009). 

 3. N. L. Bindoff et al., in IPCC Special Report on the Ocean and Cryosphere in a Changing 

Climate, H.- O. Portner et al., Eds. (IPCC, 2019), pp. 447–588.

 4. D. E. Canfield, A. N. Glazer, P. G. Falkowski, Science  330, 192–196 (2010). 

 5. X. Peng et al., J. Geophys. Res. Oceans  121, 1667–1684 (2016). 

 6. E. Garcia- Robledo et al., Proc. Natl. Acad. Sci. U.S.A.  114, 8319–8324 (2017). 

 7. T. Kalvelage et al., PLOS ONE  10, e0133526 (2015). 

 8. L. A. Bristow et al., Proc. Natl. Acad. Sci. U.S.A.  113, 10601–10606 (2016). 

 9. J. M. Beman et al., Nat. Commun.  12, 7043 (2021). 

 10. J. Füssel et al., ISME J.  6, 1200–1209 (2012). 

 11. A. R. Babbin et al., Global Biogeochem. Cycles  31, 258–271 (2017). 

 12. A. R. Babbin, C. Buchwald, F. M. M. Morel, S. D. Wankel, B. B. Ward, Mar. Chem.  224, 

103814 (2020). 

 13. J. M. Beman, J. Leilei Shih, B. N. Popp, ISME J.  7, 2192–2205 (2013). 

 14. C. Buchwald, A. E. Santoro, R. H. R. Stanley, K. L. Casciotti, Global Biogeochem. Cycles  29, 

2061–2081 (2015). 

 15. X. Sun, B. B. Ward, ISME Commun.  1, 26 (2021). 

 16. X. Peng et al., Global Biogeochem. Cycles  29, 2034–2049 (2015). 

 17. A. E. Santoro et al., Global Biogeochem. Cycles  35, e2020GB006716 (2021). 

 18. C. A. Fuchsman, A. H. Devol, J. K. Saunders, C. McKay, G. Rocap, Front. Microbiol.  8, 2384 

(2017). 

 19. N. Evans, J. Tichota, J. W. Moffett, A. H. Devol, Limnol. Oceanogr.  68, 1719–1733  

(2023). 

 20. S. G. Fortin, X. Sun, A. Jayakumar, B. B. Ward, ISME J.  18, wrae160 (2024). 

 21. S. E. Newell, A. R. Babbin, A. Jayakumar, B. B. Ward, Global Biogeochem. Cycles  25, 

GB4016 (2011). 

 22. X. Peng, A. Jayakumar, B. B. Ward, Front. Microbiol.  4, 177 (2013). 

 23. M. J. Beman, B. N. Popp, S. E. Alford, Limnol. Oceanogr.  57, 711–726 (2012). 

 24. K. Kitzinger et al., Nat. Commun.  11, 767 (2020). 

 25. X. Sun, C. Frey, E. Garcia- Robledo, A. Jayakumar, B. B. Ward, ISME J.  15, 1317–1329 

(2021). 

 26. J. J. Anderson, A. Okubo, A. S. Robbins, F. A. Richards, Deep- Sea Res. A: Oceanogr. Res. 

Pap.  29, 1113–1140 (1982). 

 27. X. Sun, C. Frey, B. B. Ward, Global Biogeochem. Cycles  37, e2022GB007548 (2023). 

 28. E. J. Zakem, A. Mahadevan, J. M. Lauderdale, M. J. Follows, ISME J.  14, 288–301 (2020). 

 29. B. Kraft et al., Science  375, 97–100 (2022). 

 30. T. Kalvelage et al., Nat. Geosci.  6, 228–234 (2013). 

 31. D. Tilman, S. S. Kilham, P. Kilham, Annu. Rev. Ecol. Syst.  13, 349–372 (1982). 

 32. E. J. Zakem, M. J. Follows, Limnol. Oceanogr.  62, 795–805 (2017). 

 33. M. Lévy, L. Resplandy, J. B. Palter, D. Couespel, Z. Lachkar, in Ocean Mixing: Drivers, 

Mechanisms and Impacts, A. C. Naveira- Garabato, M. P. Meredith, Eds. (Elsevier, 2022), 

pp. 329–342.

 34. A. Margolskee, H. Frenzel, S. Emerson, C. Deutsch, Global Biogeochem. Cycles  33, 

875–890 (2019). 

 35. B. Thamdrup, T. Dalsgaard, N. P. Revsbech, Deep Sea Res. Part I Oceanogr. Res. Pap.  65, 

36–45 (2012). 

 36. L. Tiano et al., Deep Sea Res. Part I Oceanogr. Res. Pap.  94, 173–183 (2014). 

 37. L. A. Bristow et al., Nat. Geosci.  10, 24–29 (2017). 

 38. R. T. Shafiee, J. T. Snow, Q. Zhang, R. E. M. Rickaby, ISME J.  13, 2295–2305 (2019). 

 39. E. Litchman, C. A. Klausmeier, Am. Nat.  157, 170–187 (2001). 

 40. J. K. Moore, S. C. Doney, K. Lindsay, Global Biogeochem. Cycles  18, GB4028 (2004). 

 41. D. McCoy, P. Damien, D. Clements, S. Yang, D. Bianchi, Global Biogeochem. Cycles  37, 

e2022GB007670 (2023). 

 42. D. B. Chelton, M. G. Schlax, R. M. Samelson, Prog. Oceanogr.  91, 167–216 (2011). 

 43. A. Chaigneau, M. Le Texier, G. Eldin, C. Grados, O. Pizarro, J. Geophys. Res. Oceans  116, 

C11025 (2011). 

 44. E. J. Zakem et al., Biogeosciences  19, 5401–5418 (2022). 

 45. W. Tang et al., Earth Syst. Sci. Data  15, 5039–5077 (2023). 

 46. A. R. Babbin, R. G. Keil, A. H. Devol, B. B. Ward, Science  344, 406–408 (2014). 

 47. B. B. Ward et al., Deep Sea Res. Part I Oceanogr. Res. Pap.  55, 1672–1683 (2008). 

 48. R. LaBrie et al., Sci. Adv.  8, eabn0035 (2022). 

 49. X. Sun et al., ISME J.  13, 2391–2402 (2019). 

 50. J. Kwiecinski, A. R. Babbin, Global Biogeochem. Cycles  35, e2021GB007001 (2021). 

 51. J. L. Weissman, S. Hou, J. A. Fuhrman, Proc. Natl. Acad. Sci. U.S.A.  118, e2016810118 

(2021). 

 52. S. Vieira- Silva, E. P. C. Rocha, PLOS Genet.  6, e1000808 (2010). 

 53. S. Lücker, B. Nowka, T. Rattei, E. Spieck, H. Daims, Front. Microbiol.  4, 27 (2013). 

 54. J. Füssel et al., Sci. Adv.  3, e1700807 (2017). 

 55. T. M. Chicano et al., Nat. Microbiol.  6, 1129–1139 (2021). 

 56. M. M. M. Kuypers, H. K. Marchant, B. Kartal, Nat. Rev. Microbiol.  16, 263–276 (2018). 

 57. D. Bianchi, T. S. Weber, R. Kiko, C. Deutsch, Nat. Geosci.  11, 263–268 (2018). 

 58. J. J. M. Busecke, L. Resplandy, J. P. Dunne, Geophys. Res. Lett.  46, 6716–6725 (2019). 

 59. P. J. Buchanan, Scripts, figures and output for “Oxygen intrusions sustain aerobic nitrite 

oxidation in anoxic marine zones” by Pearse J. Buchanan & colleagues, Version v2, 

Zenodo (2025); https://doi.org/10.5281/zenodo.15139307.

 60. P. J. Buchanan, E. J. Zakem, pearseb/microbial_chemostat_model: v2022.08.0, Version 

v2022.08.0, Zenodo (2025); https://doi.org/10.5281/zenodo.15137671.

 61. P. J. Buchanan, pearseb/BEC2- microbes: BEC2- microbes code, Version v2023.10.0, 

Zenodo (2025); https://doi.org/10.5281/zenodo.15137773.

 62. P. J. Buchanan, pearseb/Oxygen_intrusions_NOB_ROMS_analysis: v2024.09.0, Version 

v2024.09.0, Zenodo (2025); https://doi.org/10.5281/zenodo.15139207.

ACKNOWLEDGMENTS

We thank C. Fuchsman, M. Beman, S. Fortin, and B. Ward for sharing data, and E. Litchman, 
C. Klausmier, and A. Tagliabue for discussions. Simulations with the 3D ocean model were run 
on the Expanse system at the San Diego Supercomputer Center. The authors wish to 
acknowledge use of the Ferret program (https://ferret.pmel.noaa.gov/Ferret/), Climate Data 
Operators (https://code.mpimet.mpg.de/projects/cdo/), NetCDF Operators (https://nco.
sourceforge.net/), Python (https://www.python.org/), and GIMP (https://www.gimp.org/) 
for the analysis and graphics in this paper. Funding: This research was supported by the 
Simons Foundation postdoctoral fellowship in Marine Microbial Ecology (X.S.), NSF grant 
OCE- 1847687 (D.M., D.B.), NSF grant 2125142 (E.J.Z.), Advanced Cyberinfrastructure 
Coordination Ecosystem: Services & Support (ACCESS) program allocations TG- OCE170017 
(D.M., D.B.) and EES220053 (P.J.B., E. J. Z.), which are supported by NSF grants 2138259, 
2138286, 2138307, 2137603, and 2138296. Author contributions: Conceptualization: P.J.B., 
E.J.Z.; Data curation: P.J.B., X.S.; Formal analysis: P.J.B., J.L.W.; Funding acquisition: E.J.Z., 
D.B.; Investigation: P.J.B., X.S., E.J.Z.; Methodology: P.J.B., E.J.Z., J.L.W., D.M.; Project 
administration: E.J.Z.; Resources: E.J.Z., D.B., J.L.W., X.S.; Software: P.J.B., E.J.Z., D.M., D.B., 
J.L.W.; Supervision: E.J.Z., D.B.; Validation: P.J.B., E.J.Z.; Visualization: P.J.B., J.L.W.; 
Writing – original draft: P.J.B., E.J.Z.; Writing – reviewing & editing: P.J.B., E.J.Z., X.S., D.M., 
D.B., J.L.W. Competing interests: The authors declare that they have no competing interests. 
Data and materials availability: All data and code are freely available. The chemostat 
model, model output, data, and scripts to reproduce the figures can be downloaded at Zenodo 
(59). The code for the chemostat model is housed at https://github.com/pearseb/microbial_
chemostat_model and archived at Zenodo (60). The source code and the developments made 
to the ROMS- BEC2 ocean- biogeochemical ocean model is maintained at https://github.com/pearseb/
BEC2- microbes and archived at Zenodo (61) and analysis of ROMS- BEC2 output is held at 
https://github.com/pearseb/Oxygen_intrusions_NOB_ROMS_analysis and archived at 
Zenodo (62). License information: Copyright © 2025 the authors, some rights reserved; 
exclusive licensee American Association for the Advancement of Science. No claim to 
original US government works. https://www.science.org/about/science- licenses- journal- 
article- reuse

SUPPLEMENTARY MATERIALS

science.org/doi/10.1126/science.ado0742
Materials and Methods; Supplementary Text; Figs. S1 to S14; Tables S1 to S8;  
References (63–111); Movies S1 to S9

Submitted 16 January 2024; accepted 9 April 2025

10.1126/science.ado0742



Science 5 JUNE 2025 1075

CONSERVATION

Dehorning reduces rhino poaching
Timothy Kuiper1,2*, Sharon Haussmann3, Steven Whitfield4,  

Daniel Polakow5,6, Cathy Dreyer4, Sam Ferreira4, Markus Hofmeyr7, 

Jo Shaw8, Jed Bird9, Mark Bourn10, Wayne Boyd11, Zianca Greeff3, 

Zala Hartman3, Kim Lester12, Ian Nowak13, Iain Olivier12,  

Edwin Pierce14, Colin Rowles15, Sandra Snelling4,  

Martin van Tonder16, Ellery Worth17, Hannes Zowitsky18,  

E. J. Milner- Gulland19, Res Altwegg2 

Across 11 southern African reserves protecting the world’s 

largest rhino population, we documented the poaching of 1985 

rhinos (2017–2023, ~6.5% of the population annually) despite 

approximately USD 74 million spent on antipoaching. Most 

investment focused on reactive law enforcement—rangers, 

tracking dogs, access controls, and detection cameras—which 

helped achieve >700 poacher arrests. Yet we found no 

statistical evidence that these interventions reduced poaching 

(horn demand, wealth inequality, embedded criminal 

syndicates, and corruption likely combine to drive even 

high- risk poaching). By contrast, reducing poacher reward 

through dehorning (2284 rhinos across eight reserves) 

achieved large (~78%) and abrupt reductions in poaching using 

1.2% of the budget. Some poaching of dehorned rhinos 

continued because poachers targeted horn stumps and 

regrowth, signaling the need for regular dehorning alongside 

judicious use of law enforcement.

Despite decades of conservation efforts, poaching for international 

trade continues to threaten the existence of the world’s five rhinoceros 

species (1, 2) while also reducing tourism revenues (3), entrenching 

criminal syndicates (4), threatening ecosystem function (5), and lead-

ing to loss of human life due to violent contacts between rangers and 

poachers (6). In the Greater Kruger ecosystem of southern Africa [a 

critical global stronghold that protected 27% of all of Africa’s rhinos 

in 2017; (2)], we documented the poaching of 1985 rhinos between 2017 

and 2023 (Fig. 1). This has rapidly reduced both black rhino (Diceros 

bicornis) and white rhino (Ceratotherium simum) populations (1, 7, 8). 

Poaching has persisted despite the investment of approximately USD 

74 million in diverse antipoaching interventions (Figs. 2 and 3B). 

Political instability, local poverty, police criminality, an ineffective jus-

tice system (with poachers often let out on bail), and involvement of 

conservation staff with criminal syndicates have enabled wildlife crime 

to thrive in the region (4, 9).

Rethinking strategies to tackle the poaching of 
high- value wildlife
In his seminal work in the 1950s, Becker argued that crime can be 

reduced by increasing the probability (e.g., more police patrols) or the 

severity (e.g., longer prison sentences) of punishment (10). Researchers 

of wildlife poaching and trade have since applied this thinking to 

model poacher behavior as a function of both the risks and the costs 

and benefits of poaching behavior (11, 12). Further evidence in behavioral 

economics suggests that the certainty of the cost or benefit has a strong 

influence on human decision- making in general (13, 14).

Globally, as in our study area, efforts to combat the illegal wildlife 

trade have for decades focused on increasing the risk of incurring a 

penalty, through law enforcement measures such as militarized ranger 

patrols and advanced surveillance technologies [(15–17); Fig. 2]. Yet 

consumer demand and local poverty create financial incentives for 

poaching despite high risk (9, 18, 19). Also, corruption allows criminal 

poaching syndicates to circumvent detection and arrest through inside 

information on ranger and camera deployments [(4,  20);  Fig.  2]. 

Furthermore, ineffective criminal justice systems dampen the deter-

rence value of the penalty because sentences are seldom swift, fair, 

and certain (21). Finally, raising the likelihood of detecting and arrest-

ing poachers—through measures such as additional cameras, rangers, 

helicopters, and dogs—may be prohibitively expensive to implement 

at a scale and intensity large enough to substantially deter poacher 

behavior across vast wildlife areas like those analyzed in our study 

[(10, 12); Fig. 3D]. In summary, the overall expected cost to poachers 

(risk times penalty) achievable through law enforcement is hindered 

by several contingencies and extenuating factors and is therefore often 

too low to substantially deter poaching.

Given these complexities, rhino custodians across Africa and Asia 

are increasingly turning to proactive dehorning of rhinos as an entirely 

different approach to poaching deterrence: reducing rewards. The 

staggered implementation of dehorning across eight of our study re-

serves and over 7 years (2284 rhinos dehorned) has provided a distinc-

tive opportunity to empirically evaluate the effectiveness of this 

approach. Based on the theoretical work and contextual factors refer-

enced above, we predicted that the large, direct, and unambiguous 

reduction in expected reward created by dehorning would exert a 

stronger influence on poacher behavior in our study area than the less 

direct, less certain, and more contingent increases in expected penalty 

achievable through law enforcement interventions (Fig. 2).

Evaluating the effectiveness of antipoaching interventions
We used quarterly data collected over 7 years (2017–2023) from 11 

wildlife reserves in the Greater Kruger ecosystem to measure the ef-

fectiveness of rhino dehorning alongside traditional law enforcement 

interventions (antipoaching rangers, fences, security control rooms, 

tracking dogs, detection cameras, and others; see Fig. 2). Our unit of 

analysis was the poaching rate and intervention intensity per reserve 

per year quarter (Fig. 1). Data were combined for black and white rhino 

species (black rhinos constituted ~8% of the total rhino population, 

and poaching and dehorning rates were similar by species). The in-

terventions were applied as part of ongoing management rather than 

a controlled experiment. To reduce uncertainty in the attribution of 

changes in poaching to specific interventions in a complex system 

without experimental controls, we took an interdisciplinary approach 

that combined correlative and quasi- experimental quantitative models 

with structured qualitative attribution methods from policy program 

evaluation (22, 23).

First, we built a baseline all- intervention model to test for empirical 

associations between poaching rates and the intensity of implementa-

tion of 11 antipoaching interventions (Fig. 1B). We used process tracing 

(through interviews with reserve managers and intervention experts) 

to map out the causal pathways for each intervention and then tested 

these against our quantitative data (Fig. 2 and fig. S1). We used a 

1Department of Conservation Management, Nelson Mandela University, George, South Africa. 2Centre for Statistics in Ecology, Environment, and Conservation, University of Cape Town, Cape 
Town, South Africa. 3Greater Kruger Environmental Protection Foundation, Hoedspruit, South Africa. 4South African National Parks, Skukuza, South Africa. 5Departments of Statistics and 
Actuarial Science, University of Stellenbosch, Stellenbosch, South Africa. 6School of Actuarial Science, University of Cape Town, Cape Town, South Africa. 7Rhino Recovery Fund, Wildlife 
Conservation Network, San Francisco, CA, USA. 8Save the Rhino International, London, UK. 9Sabie Game Reserve, Skukuza, South Africa. 10Manyeleti Provincial Nature Reserve, Hoedspruit, 
South Africa. 11Mala Mala Game Reserve, Skukuza, South Africa. 12Sabi Sand Nature Reserve, Skukuza, South Africa. 13Balule Nature Reserve, Hoedspruit, South Africa. 14Timbavati Private 
Nature Reserve, Hoedspruit, South Africa. 15Klaserie Private Nature Reserve, Hoedspruit, South Africa. 16Umbabat Private Nature Reserve, Hoedspruit, South Africa. 17Karingani Private Nature 
Reserve, Chicuane, Mozambique. 18Thornybush Private Nature Reserve, Hoedspruit, South Africa. 19Department of Biology, University of Oxford, Oxford, UK. *Corresponding author. Email: 
timothykuiper@ gmail. com
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hierarchical Bayesian regression model with reserve and year random 

effects and model selection performed through regularization to account 

for multiple testing (see materials and methods). Next, we quantified 

evidence for intermediate steps along hypothesized pathways, such as 

the number of poachers arrested using tracking dogs. Finally, we used 

contribution analysis through structured results workshops to further 

appraise the empirical support for intervention pathways and to inter-

rogate how and under which conditions interventions worked or did 

not work as intended (23). See materials and methods for full details.

Second, we built a dehorning- focused model to strengthen causal 

inference for our main intervention of interest. Although several tests 

confirmed no significant temporal or spatial autocorrelation in our 

all- intervention model residuals (figs. S3 to S8), this model was limited 

by the nonrandom application of multiple interventions that over-

lapped inconsistently in space and time. By contrast, seven reserves 

implemented dehorning abruptly (dehorning almost all rhinos present 

within 1 to 2 months; fig. S11) and in a staggered fashion (two reserves 

in early 2019, two in late 2019, and three in mid- 2022). This provided 

good spatial and temporal contrast, allowing us to conduct a quasi- 

experimental regression discontinuity in time analysis to test for 

abrupt changes in poaching in response to dehorning (24–26). Stag-

gering of dehorning by site provided multiple replicates of potential 

discontinuity, helping us to separate dehorning effects from potential 

confounders [as in (25)]. To account for pre- dehorning trends in 

poaching, our model included terms to measure immediate changes 

in poaching related to dehorning, as well as any change in the average 

poaching trend [see (26) and Fig. 4B]. We also confirmed that none of 

the other interventions changed abruptly around the point of dehorn-

ing (fig. S9).

Finally, we computed the relative risk of poaching faced by dehorned 

versus horned individuals at the landscape level and individual rhino 

level, as well as an estimate of the cost per rhino saved from poaching 

(see materials and methods and Fig. 5). Dehorning was conducted by 

a specialized veterinarian and an operational team and involved seda-

tion of the rhino and painless removal of both horns above the growth 

plate using a chainsaw, followed by an antidote to sedation. Maintenance 

dehorning was carried out such that all rhinos were repeatedly de-

horned at ~18- month intervals, owing to the rate of horn regrowth 

(fig. S11). Research, though nascent, suggests limited effects of de-

horning on rhino ecology, behavior, and reproduction (27–30).

Fig. 1. Overview of study area and analysis. (A) We collated detailed quarterly data on poaching and interventions for 11 reserves from 2017 to 2021 (shades of green are used 

to distinguish the reserves visually). For Kruger NP (orange), we included data from the Intensive and Joint Protection Zones, outside of which rhinos are scarce (IPZ and JPZ, 

respectively). The system has outer fences, but there is free movement of rhinos between reserves. The state manages Kruger NP and Manyeleti Game Reserve (GR), whereas 

the other nine reserves are privately managed. Mozambique borders Kruger NP in the east. Given the distinctive size and context of Kruger NP, we conducted analyses with and 

without Kruger NP (see materials and methods). NR, Nature Reserve. (B) Poaching rates and the intensity of interventions varied across the reserves. (C) Kruger NP experienced 

large rhino population declines over the study period in contrast to stable populations on aggregate in the other 10 reserves, despite similar poaching levels in earlier years.
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Results
Intervention implementation and cost

Across the 11 Greater Kruger reserves between 2017 and 2023, the 

horns of 2284 rhinos were proactively removed (dehorning), 671 cam-

eras of seven different types were installed to detect poachers, 5562 

polygraph tests were conducted (with 129 staff dismissed after the 

failure of a test), 45 detection dogs were deployed at reserve access 

points, 47 tracking dogs were deployed within reserves, 1150 km of 

detection zones were maintained and checked (roads or rivers checked 

for poacher footprints), and more than 500 antipoaching rangers were 

deployed at any given time.

To illustrate the complex environment in which interventions are 

implemented, and the strategies used by poachers to circumvent them, 

see box S1 in the supplementary materials for a description of how 

several interventions acted in concert to achieve the arrest of a core 

member of a poaching syndicate. An estimated minimum of USD 

74 million (using the mid- 2019 spot rate of ZAR 14.4 to USD 1) was 

spent on interventions related to rhino protection across all reserves 

in the period 2017–2021 (Fig. 3D; cost data were not available for 2022 

and 2023). This equated to an estimated USD 3120 spent per resident 

rhino per year. Across all reserves and years, higher total expenditure 

on interventions was weakly correlated with lower poaching rates 

(fig. S20).

Dehorning was associated with large and abrupt reductions 

in poaching

In our baseline all- intervention model, we found strong statistical evi-

dence that dehorning reduced poaching (Fig. 3). On average, dehorn-

ing all rhinos present on a reserve reduced poaching by ~75% from 

pre- dehorning levels (95% credible interval: 57 to 87% reduction), hav-

ing accounted for other interventions and random effects (Fig. 3B). 

Poacher incursions were also significantly lower after dehorning 

(fig. S24), supporting the hypothesis that poachers make fewer attempts 

to enter reserves with dehorned rhinos because of the perception of a 

substantially reduced reward from poaching (Fig. 2 and fig. S1). 

Conclusions were the same (no significant intervention effects apart 

from dehorning) for supplementary models with flat Bayesian priors 

(fig. S2), excluding Kruger National Park (NP) data (fig. S26), using the 

raw number of rhinos poached instead of the poaching rate (fig. S27), 

using bias- corrected population estimates (fig. S28), including com-

binations of intervention variables (fig. S29), and including lagged 

intervention effects (fig. S30).

For the seven reserves that implemented abrupt dehorning, we found 

strong evidence for a simultaneous and abrupt reduction in poaching 

as well as a change in the poaching trend (Fig. 4; Bayesian regression 

discontinuity effects exclude zero; table S1). The estimated reduction 

in poaching for the regression discontinuity model was 78% (95% cred-

ible interval: 38 to 92%; table S1). Given the different times at which 

dehorning was introduced on each reserve (two in early 2019, two in late 

2019, and three in mid- 2022), it is unlikely that some unmeasured factor 

could have explained these effects (29). Furthermore, any abrupt change 

in the other interventions around the dehorning event was ruled out 

as a possible explanation for the abrupt change in poaching (fig. S9).

Using data across all reserves and years, we estimated a 13% risk of 

an individual horned rhino being poached in a particular year com-

pared with a 0.6% poaching risk for a dehorned rhino, which repre-

sents a 95% reduction in relative poaching risk (Fig. 5A). Risk was also 

reduced at the landscape level, with higher annual levels of dehorning 

at this level (all 11 reserves) associated with reduced poaching rates 

overall (Fig. 5B and fig. S22). Thus, although dehorning on one reserve 

may have displaced poaching pressure to others, overall poaching rates 

in the system did decline. By making several simplifying assumptions, 

Fig. 2. Hypothesized causal pathways as to how the different categories of interventions act to reduce rhino poaching, including potential barriers to success. This 

conceptual model was developed from workshops and interviews with reserve managers and other experts. The statistical model served to test the strength of evidence for 

these hypotheses. Interventions were classed into three groups based on their approach: (i) “Preventative interventions” are designed to stop poaching incursions before they 

happen, (ii) “detect interventions” are designed to detect poacher incursions into a reserve, and (iii) “react interventions” are designed to react to detected incursions and help 

track, capture, and arrest poachers.
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we estimate that a total of between 70 and 134 rhinos were saved from 

poaching in the 12 months after dehorning across the eight implementing 

reserves, at a median cost of USD 7133 per rhino saved (table S2). 

Dehorning was also the most cost- efficient intervention (USD 570 per 

rhino operation), using ~1.2% of the USD 74 million total expenditure 

to achieve large reductions in poaching (Fig. 3 and figs. S20 and S21).

Despite these strong effects, we recorded the poaching of 111 previ-

ously dehorned rhinos, 107 of which were poached within Kruger NP 

in 2022–2023 (fig. S23). During these 2 years, only 50 to 55% of rhinos 

on Kruger had been dehorned in the previous 18 months, on average, and 

horned and dehorned rhinos were poached at similar rates (fig. S23). 

Evidently, although the overall poaching rate within Kruger NP de-

creased from 7.5 to 3.4% after dehorning (see reserve 3 in Fig. 4), criminal 

syndicates remained willing to poach dehorned rhinos there at fairly 

high rates. A sizable proportion of horn mass remains on the rhino 

after dehorning, as veterinarians are only able to cut the horn up to the 

Fig. 3. The effectiveness and cost of antipoaching interventions. (A) Effectiveness was measured as the slope of the relationship between the intensity of each intervention 

and the poaching rate in a statistical model that included all interventions together and with random effects to account for unmeasured confounding factors (see materials  

and methods). All intervention indices are standardized to the 0 to 1 scale to allow direct comparison. Some intervention indices were correlated, so the effects of ranger 

training and equipment and tracking technology are shown in fig. S25. RRT, rapid response team. (B and C) Conditional effects plots for the effect of dehorning and camera 

technology, respectively, having accounted for all other interventions and random effects. (D) Total expenditure by intervention.
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growth plate, leaving 5 to 15 cm of basal horn length behind depending 

on the rhino’s age (data are from field measurements during dehorning 

operations). The specific targeting of Kruger NP might be explained 

by lower coverage and frequency of dehorning (fig. S23) and the 

comparatively easy access to the reserve from Mozambique, where 

poaching syndicates may be more 

willing to poach dehorned rhinos 

and less able to shift operations 

elsewhere (compared with South 

African syndicates). The effective rate 

and frequency of dehorning was 

also lower in Kruger NP (fig. S23).

Law enforcement interventions 

show less direct success

Apart from dehorning, the credible 

intervals for the effects of the other 

10 interventions overlapped zero, 

suggesting that the greater intensity 

of these interventions was not as-

sociated with any significant change 

in poaching across the study (Fig. 3, 

A and C). However, these results do 

not necessarily imply that the other 

interventions were ineffective. The 

credible intervals for all interven-

tions are plausibly consistent with 

a positive effect, and the inconclu-

sive results may reflect a low power 

to detect impacts from a real- world, 

data- sparse system in which inter-

ventions were implemented in a 

nonexperimental way that did fol-

low a strong experimental design. 

Many interventions were successful 

on their own terms, as they were as-

sociated with increased rates of 

poacher detection and arrest, some-

times before the poaching event 

(fig. S31), even if this did not, on 

aggregate, translate to a significant 

effect across reserves. Detection 

cameras equipped with artificial 

intelligence detected numerous 

poachers, tracking dogs and air sup-

port helped track and arrest several 

hundred poachers, and polygraph 

testing led to the dismissal of 129 

staff members after test failures 

suggested collusion with criminal 

syndicates (fig. S31).

Discussion
Our results bring into sharp focus 

the limitations of reactive approaches 

to rhino poaching when poachers 

have already entered reserves. In-

terventions that work to aid poacher 

detection and arrest, although a nec-

essary element of the antipoaching 

toolkit, are compromised by several 

systemic factors that may dampen 

their effectiveness (Fig. 2). First, on-

going socioeconomic inequality in-

centivizes a large pool of vulnerable 

and motivated people to join, or poach for, criminal syndicates even 

when the risks are high (4, 9). Second, entrenched corruption (among 

police and reserve staff and in the courts) allows offenders to circum-

vent many antipoaching efforts, greatly compromising their deterrent 

value (18, 20). Third, ineffective criminal justice systems mean that 

Fig. 4. Dehorning is associated with abrupt and significant reductions in poaching. (A) Annual poaching rates before and 

after dehorning for the eight reserves that implemented dehorning (mean ± SE). All these reserves implemented abrupt 

dehorning except Kruger NP (reserve 3). (B) Rhino poaching rates before and after dehorning, with data from the seven 

reserves that implemented abrupt dehorning standardized by the year quarter relative to dehorning (dehorning was staggered 

across these reserves between 2019 and 2022; see materials and methods). The blue asterisks indicate that at least one of the 

rhinos poached on a particular reserve in a particular quarter was still horned (either missed during dehorning or had moved in 

from a reserve that had not dehorned its rhinos). Trend lines and discontinuity estimates are from the Bayesian regression 

discontinuity- in- time model that tested for an immediate dehorning effect as well as a change in the poaching trend (see 

materials and methods and table S1).
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arrested offenders often escape punishment, with evidence from our 

study area of multiple repeat offenders (4). The fact that these conditions 

are by no means specific to our study area broadens the importance 

of our work (31, 32).

Reactive approaches also raise inevitable human rights concerns, 

as apprehending armed poachers in the field carries a high risk of 

either rangers or poachers losing their lives (33). Addressing the socio-

economic vulnerability of local communities, which allow syndicates 

to access a pool of poachers, is another critical strategic priority [re-

quiring long- term collaborative efforts by government, civil society, 

and the private sector; (30)].

Dehorning was the only intervention for which we found strong evi-

dence for effectiveness. Interventions that unambiguously reduce the 

revenues from poaching (such as dehorning) may be more robust to 

contextual complexity than interventions that act through actual or 

perceived costs and risks of poaching [(9, 12–14, 20); also see Fig. 2]. 

Our results align with work in behavioral economics that suggests that 

people respond more to outcomes that are more certain (a clear and 

substantial reduction in reward, such as through dehorning) than to 

those that are less certain (poacher detection, arrest, and sentencing 

are all subject to high uncertainty) (13, 14). Dehorning is also an ex-

ample of a more general approach in situational crime prevention—

that of reducing opportunities for crime by rendering it less rewarding, 

an approach with many analogs in the prevention of more traditional 

crimes (34, 35). Another likely reason for the effectiveness of dehorning 

is that it is less easily thwarted by internal corruption. Whereas cam-

eras, dogs, and rangers can be avoided by poachers with internal in-

formation, dehorning cannot.

Although the removal of valuable body parts to reduce poaching is 

often not possible for other species threatened by the illegal wildlife 

trade, the broader approach of reducing opportunities for and rewards 

from poaching (as opposed to increasing risk) is generalizable. Re-

searchers in Venezuela, for example, found that removing parrot nest-

lings from nests into safer areas at night and returning them in the 

morning led to large reductions in poaching (36). In Cape Town, South 

Africa, conservationists paint indigenous trees to discourage illegal 

debarking for medicinal trade (37).

Our results make a strong case for dehorning as a strategy to reduce 

poaching, yet there are several caveats. First, dehorned rhinos were 

occasionally poached (particularly those with substantial regrowth). 

Second, dehorning in the Greater Kruger may have displaced poaching 

pressure to horned populations elsewhere [with some evidence of a 

shift to the second largest stronghold for South African rhinos, namely, 

Hluhluwe- iMfolozi Park; (38)]. It remains to be seen whether dehorn-

ing would be as effective in the absence of horned populations that 

are accessible elsewhere to criminal syndicates. If dehorning had taken 

place in the total absence of other interventions, poaching for the 

stumps and regrowth would probably have continued given the lack 

of risk to poachers. It follows that the effective implementation of a 

suite of other interventions is probably necessary to ensure the ongo-

ing effectiveness of dehorning, whether in our study system or else-

where. Finally, the effects of dehorning on rhino biology are still 

unclear, with present research suggesting that dehorning may alter 

rhino space use but not survival and reproduction (27–30).

Our results present a challenge to governments, funders, the private 

sector, and nongovernmental organizations to reassess their strategic 

approaches to wildlife crime in general and rhino poaching in particu-

lar. Although detecting and arresting poachers is essential, strategies 

that focus on reducing opportunities for and rewards from poaching 

may be more effective. Demand reduction, by reducing the price of 

wildlife products, is one such strategy (39). Similarly, efforts to support 

the socioeconomic resilience of local people may help create viable 

Fig. 5. Individual rhino and landscape-level reductions in poaching risk after dehorning. (A) Risk ratios for dehorning effectiveness. Risk ratios compare the poaching rate 

of horned rhino to that of dehorned rhino, using data across all reserves and months (see materials and methods). Error bars represent mean + SD. (B) The relationship between 

the monthly poaching and dehorning rate across 2017–2023 (84 months; data lumped across reserves). The shaded region represents the 95% confidence interval for the 

smoothed regression line.
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economic alternatives that render rewards from poaching less attrac-

tive (40). For practice and policy in global rhino conservation, our 

work makes a strong case for dehorning as a tool that may achieve 

large and immediate reductions in poaching in cases where law 

enforcement has not yielded the desired level of poacher deterrence. 

Yet the fact that poaching of dehorned rhinos continued at fairly high 

rates in Kruger NP suggests that horn stumps and regrowth remain 

attractive to criminal syndicates, pointing to the need for regular de-

horning and ongoing prudent use of law enforcement.

Finally, our work is an example of both the value and difficulty of 

impact evaluation in conservation science and practice. We demon-

strate how combining multiple lines of evidence (qualitative attribu-

tion methods through workshops and interviews, tailored statistical 

models, and quasi- experimental approaches) can help reduce uncer-

tainty in the attribution of biodiversity outcomes to specific policies 

or interventions in messy contexts. Our work is also an example of a 

situation in which conservation practitioners reached out to scientists 

for support in addressing a perceived problem, rather than the scien-

tists coming to an area with a question that may or may not be one of 

interest to local practitioners. This flipping of the scientist- practitioner 

relationship and the direction of knowledge exchange is still unusual 

[but see (41) for another example]. Where possible, to maximize future 

learning and adaptation, we suggest that scientists and conservation 

practitioners codesign research that seeks to actively evaluate inter-

ventions in a more explicitly experimental way, the lack of which was 

a limitation of this study.
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Archaeological evidence of 
intensive indigenous farming in 
Michigan’s Upper Peninsula, USA
Madeleine McLeester1*, Carolin Ferwerda1, Jonathan Alperstein1, 

David Overstreet2†, David Grignon3, Jesse Casana1 

We describe archaeological evidence of intensive ancestral Native 

American agriculture in the now heavily forested Upper Peninsula 

of Michigan. Recent LIDAR (light detection and ranging) and 

excavation data have uncovered densely clustered ancient 

agricultural raised garden bed ridges covering an expanse far 

greater than previously realized. These raised agricultural fields are 

deeply enmeshed in the broader cultural landscape, as ceremonial 

and other features were also found. Our results demonstrate a rich 

anthropogenic landscape created by small- scale ancestral 

Menominee communities, located near the northern limits of maize 

agriculture. The excellent preservation of this site is exceptional in 

eastern North America and suggests that the precolonial landscape 

was more anthropogenically influenced than currently recognized.

Introduction
From approximately 1000 to 1600 CE, ancestral Native American 

communities throughout what is now the US intensely cultivated 

maize, a practice that coincided with extraordinary social and envi­

ronmental changes. During this time, settlements became larger and 

more sedentary, monumental mound construction proliferated, 

power became increasingly concentrated and hierarchical, and vast 

areas of the landscape were deforested or burned (1–6). However, in­

tensive agriculture was far from uniform across the continent (7–11), 

and near its northernmost margins in the northern Great Lakes, 

where the precolonial landscape was populated by semisedentary 

communities, there is no consensus on the timing, scale, and conse­

quences of its adoption (12–15).

Michigan’s Upper Peninsula, at the border between the US and 

Canada, seems an unlikely place for ancestral Native American com­

munities to practice intensive agriculture. Communities had access to 

wild rice, a prevalent staple that was utilized in the past and remains so 

today (15–17). With its dense forests, cold climate, and short growing 

season, this is a challenging region for crops—particularly maize, a semi­

tropical, sun­ loving domesticate (12,  13,  15). Moreover, the Upper 

Peninsula contains no known large, urban population centers that would 

have required intensified agricultural production or provided the labor 

needed to construct and maintain intensive field systems (14).

To investigate past agricultural efforts in this marginal agricultural 

region, we conducted a drone LIDAR (light detection and ranging) survey 

and excavations at the precolonial, ancestral Menominee Sixty Islands 

archaeological site (20ME61) (Fig. 1). Previous investigations here found 

evidence of past agriculture preserved as raised, ridged garden beds, 

charred maize remains, and phytoliths of several cultigens (18, 19).

Our results reveal a well­ preserved agricultural landscape at a scale 

not previously recognized this far north, with a near­ total reworking 

of the landscape for agriculture from 1000 to 1600 CE, the Late 

Woodland period (Fig. 2). Densely clustered agricultural field ridges 

cover almost the entire area of our survey, providing the most complete 

and expansive example of extant ancestral Native American farming 

in the eastern US. Additional findings of burial mounds and a ritual 

earthwork demonstrate the ways in which precolonial Native American 

agricultural landscapes were deeply embedded within the larger cul­

tural landscape. Our findings reveal the massive scale of precolonial 

agriculture and landscape construction undertaken by ancestral 

Menominee, semisedentary communities during the Late Woodland 

period (7, 15), even in the seemingly environmentally adverse, forested 

region of the Upper Peninsula. These results not only force a recon­

sideration of the cultural and environmental histories of the northern 

Great Lakes but also challenge conventional understandings of inten­

sive agriculture both within the eastern US and globally.

Context
Raised, ridged field agriculture is an intensive farming technique char­

acterized by the construction of elongate, earthen mounds that operate 

as the planting surface for the cultivation of maize, beans, and squash 

along with other plants such as melons and sunflowers. This type of 

agriculture is well known by archaeologists (4, 20) and was practiced 

from at least 1000 CE through the early 19th century in eastern North 

America by ancestral Native American communities. Archaeological 

agricultural ridges typically are arranged in rows that measure on aver­

age 1 to 1.5 m in width and 20 to 50 m in length (4, 21). Planting in 

raised, ridged beds serves several functions, including enhancing soil 

fertility, regulating soil temperature, and maintaining adequate soil 

moisture. Direct evidence of ridged field agriculture is rarely preserved 

today, as ancestral Native American farmlands were intensively reworked 

by Euro­ American plowing, settlement, and industry, collectively destroy­

ing or obscuring most precolonial agricultural and other cultural fea­

tures. More than 90% of ancestral Native American fields that were 

recorded in the Upper Midwest during the early 20th century have 

since been lost to industrialized agriculture and urban development (21). 

The rarity of preserved precolonial agricultural fields in eastern North 

America is a major stumbling block to understanding the true extent, 

intensity, and character of ancestral Native American farming practices.

Sixty Islands (20ME61), the focus of this study, is a ridged agricul­

tural site and the only known archaeological site with extant evidence 

of precolonial agricultural fields in MI, US (Fig. 2). It is located in a 

densely forested region covered by a thick canopy of conifers and 

1Department of Anthropology, Dartmouth College, Hanover, NH, USA. 2Consulting Archaeolo-
gist, College of the Menominee Nation, Keshena, WI, USA. 3Tribal Historic Preservation Officer, 
Menominee Indian Tribe of Wisconsin, Keshena, WI, USA. *Corresponding author. Email: 
madeleine. mcleester@ dartmouth. edu †Published posthumously.

Fig. 1. Locator map shows Sixty Islands (ME61) and other archaeological sites 

along the Menominee River as well as the LIDAR survey area. This entire area, known 

by its Menominee name, Anaem Omot, sits at the boundary between the states of MI and 

WI in the US and has recently been listed on the National Register of Historic Places.
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northern hardwoods. Sixty Islands is located along a 3- km stretch of 

the Menominee River. It is one of dozens of archaeological sites that 

collectively form the archaeological district Anaem Omot, a 1375- ha 

concentration of ancestral Menominee archaeological sites that was 

recently listed on the US’ National Register of Historical Places 

(#100009086). Anaem Omot contains burial mound groups, village 

sites, and other cultural features surrounded by densely clustered 

raised garden bed ridges, and is a central place in Menominee oral 

histories and contemporary ritual practices.

Previous work at Anaem Omot includes the excavation of several 

burial mounds (22) and a village site (23) undertaken intermittently 

from the 1950s through the 1970s, before Sixty Islands was located by 

archaeologists. After being documented in the mid- 1990s, a portion of 

Sixty Islands (9.5 ha) was mapped in detail, which at the time was esti-

mated to constitute around 60% of the extant agricultural features (18). 

Limited excavations of the ridges conducted at the same time located 

three corn cupules, one of which provided a calibrated radiocarbon date 

between the 14th and 15th centuries CE (Beta- 140450, supplementary 

text, and table S3) (18). More recently, Munson- Scullin and Scullin 

(20, 24) identified maize phytoliths from one ridge, thereby additionally 

confirming the intensive production of maize and likely other cultigens 

such as beans and squash. Today, much of Sixty Islands is under threat 

of destruction from a planned mine (25). In 2023, at the request of 

Menominee tribal authorities and local landowners, the authors of this 

study undertook drone- mounted LIDAR surveys and test excavations at 

Sixty Islands to document the extent of the field system.

Methods
Drone-mounted LIDAR surveys

Dense ground cover and the low relief of raised garden beds in the 

Great Lakes region make these archaeological features notoriously difficult 

to recognize on the ground. Although aircraft- acquired LIDAR has been 

a transformative technology for documenting archaeological land-

scapes in forested regions (26, 27), the relatively low resolution of 

these data makes recognition of raised garden beds difficult. Higher- 

resolution drone- based LIDAR offers the opportunity to document 

topographic features with greater precision (28). We conducted drone- 

based LIDAR surveys in early May 2023, a time of year when snow 

has melted and leaves have not yet emerged, to maximize penetration 

to the ground. LIDAR and color imagery were collected with a DJI 

Zenmuse L1 sensor, flown on a DJI Matrice 300 RTK “enterprise- 

grade” quad- copter. The survey covered a total of 134 ha, including a 

section of Sixty Islands (83 ha, or 42% of the known site boundaries) 

as well as the surrounding area that contains archaeological sites as-

sociated with Anaem Omot (Fig. 1). The collected point cloud was 

examined, edited, and filtered using LASTools (version 240125) and 

exported to ArcGIS Pro 3.0.0 for visualization and analysis (29) (sup-

plementary text).

Ground- truthing

The authors undertook a pedestrian survey of archaeological features 

identified by LIDAR in August 2023, including the previously unrecorded 

dance ring and other newly identified features (see results below). 

Three test units placed over garden bed ridges were excavated to docu-

ment internal stratigraphy, collect sediment for future analyses, and 

recover organic material for radiocarbon dating (Fig. 3). Excavations 

targeted ridges located on three different alluvial terraces, at increasing 

distances from the modern river channel. Ridges measured between 1.2 

and 1.9 m in width and between 0.18 and 0.33 m in height (figs. S1 to S6). 

Raised ridges were excavated to surface level. Unit dimensions (1.5 to 

2 m wide) were determined to minimize damage to the site and were 

established based on the size of the individual ridge being investigated 

as well as recovery goals. Any artifacts encountered was collected. 

Sediment (179 liters) was collected for flotation and processed in the 

field using a flotation tank, and nine charcoal samples—three from 

each ridge—were sent to International Chemical Analysis for radio-

carbon dating. All charcoal samples were taken from the middle of 

each ridge (see supplementary text).

Results
Results from the LIDAR survey show densely clustered raised garden 

beds covering an area of 95 ha, approximately 70% of the area surveyed 

in this study. The density of raised, ridged beds throughout our survey 

area reveals a level of agricultural intensification that was not previ-

ously documented this far north. These results are 10 times greater 

than the area previously mapped and represent only a fraction of the 

known site area. Raised beds at Sixty Islands are typically constructed 

in a quilt- like pattern in which densely spaced parallel ridges cover 

small (20-  to 30- m) rectilinear areas, abutting adjacent ridges in a 

perpendicular orientation (Figs. 2 and 3). Less commonly, some raised 

beds form parallel curved lines, following the natural topography. 

Ridges are oriented in all directions, suggesting that the site selection 

and ridge construction was determined by cultural rather than envi-

ronmental factors such as sunlight. They are found adjacent to the 

Menominee River on the active floodplain as well as on higher eleva-

tion terraces, as much as 300 m from the modern river channel and 

on at least four distinct alluvial terraces, from 211 meters above sea 

level (masl) to as high as 228 masl.

Our results additionally illustrate the ways that agricultural efforts 

are clearly embedded into the broader cultural landscape. Although 

we expected this result as Sixty Islands is part of the Anaem Omot 

archaeological district, newly located cultural features as well as the 

scale of landscape construction are laid bare in new, previously unrec-

ognized ways. Numerous burial mounds are evident (Fig. 4, D to F), 

including several prominent, previously investigated mounds with 

evident looting holes (20ME2 and 20ME108), two low, subtle mounds 

that are part of the excavated Backlund Mound Group (20ME2), and 

at least one mound on mining land (Fig. 4F). Other cultural features 

visible in LIDAR data include two historic logging camps (20ME23) 

(Fig. 4C), a square building foundation that may be the remains of a 

colonial trading outpost (Fig. 4B), as well as a previously unrecorded 

dance ring (20ME163) (Fig. 4A). The dance ring, measuring roughly 

9 m by 12 m, appears to be a ditch and embankment earthwork. Dance 

rings are common earthwork features found throughout the region 

0 10 20 Meters

Fig. 2. Raised agricultural beds cover an estimated 70% of the LIDAR survey 

area. Ridges, such as those illustrated here, form a dense, quilt- like pattern across the 

landscape. (Inset) Photograph of the raised beds at Sixty Islands.
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(30, 31), and several dance rings near Sixty Islands remain sacred 

spaces to the Menominee today.

Results additionally have significant cultural heritage management 

consequences, especially surrounding the documentation of extant 

burial mounds. The Backlund Mound Group (20ME2) once consisted 

of eight conical mounds associated with the late precolonial, ancestral 

Menominee (22). The mounds were thought to be completely razed 

through archaeological excavation, land use, and erosion; however, 

several mound bases, including previously undocumented ones, are 

visible in the LIDAR (Fig. 4, E).

Excavations of three agricultural ridges offer a cross- sectional view 

that suggests multiple phases of rebuilding and shows the likely addi-

tion of wetland soils and compost to enhance soil fertility (figs. S2 to 

S7). Excavations recovered substantial amounts of charcoal and arti-

facts, including sherds, flakes, faunal fragments, and fire- cracked rock 

(table S1). The ubiquity of charcoal and small artifactual finds located 

at disparate ridges, combined with the lack of a settlement site in the 

immediate vicinity of the beds, suggests the use of household refuse 

and sweepings as compost.

Charcoal and artifacts also provide dating evidence for the fields, 

showing that they were likely in use from ~1000 to 1600 CE. The nine 

wood charcoal samples recovered from flotation (table S2) all return 

dates in this range (table S3 and fig. S1). The earliest dates center around 

1000 CE, the period when intensive maize cultivation was adopted 

throughout the American Midwest (15) (supplementary text). The earli-

est date for the fields is around 800 to 1000 CE, but it is difficult to es-

tablish with certainty given the potential for old wood effect (32). 

Nonetheless, we interpret the fact that all three ridges produce dates by 

1000 CE to suggest that this represents an initial phase of construction. 

Additional dates are between 1400 and 1600 CE near the end of the Late 

Woodland period. Likewise, all datable artifacts recovered from excava-

tions date to the Late Woodland period (600 to 1600 CE) and conform with 

a previously reported radiocarbon date of a maize cupule from Sixty 

Islands (1328 to 1479 CE, 2- sigma calibrated range) (18). Collectively, 

dating evidence indicates a long period of use and rebuilding of ridged 

fields, suggesting nearly 600 years of cultivation at Sixty Islands.

Discussion
The LIDAR survey at Sixty Islands reveals a vast and well- preserved 

landscape of raised agricultural beds interspersed with burial mounds, 

ritual features, and habitation sites. Results from this marginal agri-

cultural region change how archaeologists should conceptualize in-

tensive agriculture both within the region and globally. Although 

considerable scholarship has tied intensive agricultural production to 

emergent hierarchical state formation and inequality (33–37), efforts 

at Sixty Islands were undertaken by egalitarian, small- scale ancestral 

Menominee communities who lack any evidence of stark political hi-

erarchies and large population centers (38).

Radiocarbon dates from ridged fields at Sixty Islands place them 

within the Late Woodland period, showing that the ridges were likely 

in use from 1000 to 1600 CE. This long period of intensive cultivation 

is surprising given the paucity of evidence for large, sedentary settle-

ments in the immediate vicinity. The nearby Backlund Village site 

(1100 to 1300 CE) is the only documented settlement within our survey 

area that was occupied when the beds were in use, but it is interpreted 

as a relatively small village with a limited, likely seasonal occupation 

(23). The nearby Backlund Burial Mounds (20ME10) may similarly 

date from 1000 to 1300 CE; however, it is unclear when the ceramic 

artifacts used to date them were deposited (22). It is possible that other 

larger sites have yet to be located within the greater region of Anaem 

Omot, but a more parsimonious conclusion might be that the ridged 

fields and burial mounds at Sixty Islands were constructed by nonsed-

entary or semisedentary communities known to have lived in this 

region throughout the Late Woodland era.

Despite the absence of extensive settlement, our findings docu-

ment, to our knowledge, the largest preserved archaeological field 

system in the eastern US, and ground- truthing shows that it extends 

into unmapped areas. Archaeological and historical evidence of 

raised bed agricultural sites from WI suggest that the largest ances-

tral Native American agricultural fields were up to 121 ha (21). How-

ever, results from this study, collected from a location even farther 

north, suggest that these estimates are far too conservative. Instead, 

our findings align more closely with field sizes recorded by Black 

Hawk, a Sauk leader, who in 1833 estimated that 323 ha were in 

cultivation at his village in northern Illinois (39). Our results indicate 

that massive field systems like these were much more common than 

previously recognized, a conclusion supported by our previous analy-

sis of field systems visible in historical aerial photographs (21).

Excavation data provide further evidence of the effort involved in the 

construction and maintenance of ridged fields. Cross sections of the 

ridges illustrate a substantial reworking of the soils, a process that varies 

by ridge and probably from farmer to farmer (24) (supplementary text). 

Phytolith data from Sixty Islands has shown that nearby wetland soils 

were mixed into existing topsoils, likely to create a nitrogen- rich 

environment (24) and for ridge structure. Our own excavation data 

located abundant charcoal and small artifactual finds (table S1), best 

explained as the result of composted household refuse being used to 

Fig. 3. Excavations were conducted at three ridges located at different 

elevations. Units cross- sectioned individual ridges (lower right inset).

Fig. 4. Many cultural features other than agricultural field ridges are visible in 

LIDAR data. Examples include: (A) a newly documented dance ring, (B) a historic 

building foundation, (C) a 19th-century logging camp, (D) looted burial mounds,  

(E) remains of the Backlund mound group, and (F) a burial mound.
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fertilize fields. The use of household compost as fertilizer has been docu-

mented as a common practice in ancient and traditional agriculture in 

other parts of the world (40–42) but has not been treated seriously as a 

practice in the context of ancestral Native American farming in eastern 

North America. Evidence for composting and the use of wetland soils 

presented herein adds to both the sophistication of past Menominee 

farming practices and considerably increases labor requirements.

The scale of field systems at Sixty Islands is even more surprising 

given that the region is unfavorable for maize, the anchoring domesticate 

known to be cultivated on these types of features (4, 18). The short grow-

ing season at this latitude places it near the northern margins of maize 

agriculture, presenting major challenges to cultivation; investing so 

much labor into agriculture in Michigan’s Upper Peninsula seems a high- 

risk strategy for food production (43). The period during which the Sixty 

Islands agricultural ridges were constructed bridges the Little Ice Age 

(1350 to 1850 CE), indicating that Indigenous farmers were successful 

at mitigating any potential local adverse effects of the colder climate. 

Findings described here demonstrate a clear commitment to intensive 

agriculture, despite the widespread regional availability of another 

staple, wild rice (15) that was once abundant along the Menominee River  

(15, 16). Moreover, the limited labor reserves, the colder climate, and the 

lack of any evident hierarchical administrative state, all raises critical 

questions about why the ancestral Menominee community invested such 

intensive labor efforts into agriculture here.

Alongside the archaeological significance of our findings, our results 

have implications for understanding the ecological history of Michigan’s 

Upper Peninsula. Today, the landscape is densely forested, conditions 

that help preserve these raised bed features. This forested landscape is 

not a pristine one as the region has seen extensive deforestation, typically 

thought to begin with Euro- American settlement in the mid- 19th century 

(44). However, our results indicate that prior deforestation must have 

occurred sometime during the Late Woodland period when the beds were 

in use (1000 to 1600 CE), as cultivated crops require an open canopy. The 

scale, density, and continuity of the ridges across the study area make it 

unlikely that agriculture was conducted in forest hollows and imply that 

much of the regional landscape was likely deforested by ancestral 

Menominee communities sometime around 1000 CE.

Findings from this study challenge us to look for intensive agricul-

ture in more unlikely places, particularly outside of emergent and large 

state societies as well as the favorable climes most associated with 

intensive agricultural production. Here, we see the ingenuity of past 

Menominee farmers to not only modify the soils and landscape, but 

to also organize labor and resources outside of the constraints of steep 

political hierarchies. This example, similar to other recent finds from 

the Americas (45–49), continues to challenge foundational under-

standings surrounding emergent hierarchies and state societies, as 

well as our conceptions of what is possible.
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MARINE CONSERVATION

Global tracking of marine 
megafauna space use reveals how 
to achieve conservation targets                        

The recent Kunming- Montreal Global Biodiversity Framework 

(GBF) sets ambitious goals but no clear pathway for how zero 

loss of important biodiversity areas and halting human- induced 

extinction of threatened species will be achieved. We assembled 

a multi- taxa tracking dataset (11 million geopositions from 

15,845 tracked individuals across 121 species) to provide a 

global assessment of space use of highly mobile marine 

megafauna, showing that 63% of the area that they  

cover is used 80% of the time as important migratory corridors 

or residence areas. The GBF 30% threshold (Target 3) will be 

insufficient for marine megafauna’s effective conservation, 

leaving important areas exposed to major anthropogenic 

threats. Coupling area protection with mitigation strategies 

(e.g., fishing regulation, wildlife- traffic separation) will be 

essential to reach international goals and conserve biodiversity.

Together with the recently finalized United Nations High Seas Treaty 

(1, 2), the Kunming- Montreal Global Biodiversity Framework (GBF) 

(3, 4) seeks to protect, conserve, and manage at least 30% of oceans. 

This is a necessary step to support halting the loss of marine biodiver-

sity (GBF Target 3), which has been particularly acute for large marine 

species (5–7). These include several iconic large marine vertebrates that 

have been driven to extinction by overexploitation [e.g., the Steller’s 

sea cow (Hydrodamalis gigas), the great auk (Pinguinus impennis), 

and the Japanese sea lion (Zalophus japonicus)], and many others cur-

rently showing precipitous declines in abundance [e.g., the hawksbill 

turtle (Eretmochelys imbricata), shortfin mako shark (Isurus oxyrinchus), 

and North Atlantic right whale (Eubalaena glacialis)]. These mobile 

and highly migratory marine vertebrates, hereafter marine megafauna, 

can act as ecosystem and climate sentinels (8) (being good surrogates 

for other biodiversity) and hold key functional roles that assist in 

structuring and maintaining ecosystems (9–11). However, close to a 

third of species across marine megafauna taxa are now threatened with 

extinction (5, 12–18).

Certain characteristics of marine megafauna, such as K- selected 

life- history traits, place them at priority for systematic conservation 

planning [i.e., high vulnerability and high irreplaceability (19)] and 

make the “effective conservation” outlined in GBF Target 3 urgently 

needed. Many also migrate thousands of kilometers crossing multiple 

exclusive economic zones (EEZs) and areas beyond national jurisdic-

tions (ABNJs), presenting a challenge for area- based conservation ap-

proaches (20). Notably, such approaches are traditionally based on 

known geographical ranges reflecting historically known bound-

aries (18) or static maps of occurrence (21). However, devising a man-

agement plan that effectively conserves migratory species within 

Ecologically and Biologically Significant Areas (22) requires an under-

standing of how the species use space. Particularly, detecting impor-

tant marine megafauna areas used for key life- history events, such as 

breeding or feeding and migratory behaviors, henceforth IMMegAs 

[to use a term similar to those recognized by the International Union 

for the Conservation of Nature (IUCN), such as IMMA (Important 

Marine Mammal Areas) or ISRA (Important Shark and Ray Areas)] is 

only tractable using telemetry data (20, 23–27). Despite the challenges 

associated with collating such data at global scale (28), the detection 

of global IMMegAs is essential to understanding marine megafauna 

conservation needs to inform global treaties and should therefore be 

prioritized for creating the network of marine protected areas (MPAs) 

aimed by GBF (i.e., the planned increase to 30% of area protection).

Using telemetry data to understand global space use by 
marine megafauna
We assembled a telemetry dataset unparalleled in size and scope [as 

the result of a global effort initiated by the MegaMove project (29)] by 

accepting voluntary contributions of tracking data of highly mobile 

marine vertebrates—here referred to as marine megafauna, despite 

some (particularly flying birds) being under the 45- kg threshold (10). 

Our dataset encompasses more than three decades of tracked move-

ments (1985 to 2018) from 15,845 individuals across 121 species, which 

after curation (30), resulted in 12,794 individual tracks from 111 spe-

cies, covering 71.7% of the area of the world’s oceans (Fig. 1). Species 

include flying birds (hereafter birds), cetaceans (mostly whales but 

also dolphins), fishes (mostly sharks), penguins, polar bears (Ursus 

maritimus), seals, sirenians (i.e., dugongs and manatees), and turtles. 

See fig. S1 for latitudinal and longitudinal coverage of the dataset, and 

tables S1 to S3, respectively, for lists of species tracked, tracking data 

details, and species- specific information. According to global assess-

ments by the IUCN (18), of the 111 species considered, ~70% have de-

creasing (54 species) or unknown (23 species) population trends, and 

more than 50% (58 species) have a threatened conservation status of 

Critically Endangered (CR), Endangered (EN), or Vulnerable (VU) 

(table S4). Five main regions exhibited the highest effective number 

of tracked species [as calculated based on the Shannon entropy (31)]: 

the central Indian Ocean, northeast Pacific, Atlantic northeast and 

northwest, and around Mozambique and South Africa. A few other 

locations empirically known as having high animal occurrence also 

showed a high number of species (fig. S2). Areas where more tracking 

data could be made available include southeast Asia, north of Europe 

(e.g., Spitsbergen and Greenland), Australia, central Pacific Ocean, and 

western Africa (particularly the southwest Atlantic and Gulf of Guinea) 

(Fig. 1 and fig. S2).

Using properties of the movement detected in the tracking dataset, 

including speed, direction, and movement coherence (30) (figs. S12 

and S13), we identified IMMegAs based on key behaviors reflected in 

residency or migratory (including nomadic or dispersive) behavior. 

We did this by using an approach (30) able to evaluate these behaviors 

collectively across multiple tracks without relying on interpolation 

across highly variable sampling intervals. This is not possible with the 

traditionally used state- space models that are typically designed to 

detect behavioral states on single tracks after interpolating position 

estimates [e.g., (32)].

We then assessed how much of the IMMegAs occurred within exist-

ing MPAs (including marine parks) (33) or exclusive economic zones 

[EEZs; (34)] (shown in fig. S3). We used an optimization algorithm 

to estimate what configuration of the area covered by our tracking 

dataset would yield the best selection for setting protected areas for 

marine megafauna, giving priority to grid cells that are used for both 

residency and migratory behaviors across multiple taxa (30). For 

comparison, we repeated this procedure after developing statistical 

models to predict areas likely to be used for residency or migration 

for each taxon within the areas covered by our tracking dataset (30). 

For data used as input for the models, see Table 2. After this modeling 

procedure, we considered the priority grid cells as those resulting in 

highest probabilities (i.e., >0.5 and closest to 1) of being an important 

area across all taxa.

Finally, we assessed the extent to which the GBF’s planned increase 

to 30% in area protection could assist with reducing impacts from 

marine megafauna’s exposure to anthropogenic threats with a global 

foot print (35), such as fishing (36–38), shipping (39–41), warming 

All authors with their affiliations appear at the end of this paper.
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(42–45), plastic (46, 47), and noise pollution (48, 49). We identified 

these as threats on the basis of the IUCN Threats Classification Scheme 

(TCS) v3.3 (50, 51) complemented with information from existing lit-

erature (12, 52–54) and expert knowledge (fig. S4, and see table S4 for 

details). We then obtained available global threat data for fishing 

intensity (55), shipping density (56), plastic density (46, 57), and warm-

ing (58, 59) and considered noise to be ubiquitous [based on (60)], as 

no noise dataset is currently available at the resolution needed for a 

global analyses [but see, e.g., (61)].

Known biases (23, 62, 63) associated with uneven sampling and with 

tagging individuals in known aggregations or colonies were reduced 

in our analyses as far as possible by using multiple tagging sites for 

each species and, where applicable, by normalizing data to allow for 

direct comparisons across species and taxa. From specific tests to 
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Fig. 1. Tracked movements of marine megafauna at the global scale. (A) Map of the total number of 12,794 individual track locations in the global dataset at 1° resolution 

showing the global coverage of 71.7% of the global ocean. (B) Maps per taxon showing the number of distinct individual track locations within each 1° grid cell. From top left to 

bottom right, maps per taxon show 6324 individual tracks for 39 species of flying birds; 749 for cetaceans, including 11 whales and 3 delphinid species; 1760 for fishes, including 

23 shark species, 2 manta rays, and 1 ocean sunfish; 1324 for 6 species of penguins; 65 for polar bears; 1698 for 16 species of seals; 28 for sirenians, including dugongs and West 

Indian manatees; and 846 for all 7 sea turtles. The latitudinal and longitudinal coverage of tracked data is displayed in fig. S1. For reference, the first position obtained for each 

tracked individual (i.e., representing tagging locations), as well as captured and expected global biodiversity, is given in fig. S2. Maps showing the spatial extent of space use per 

species at 1° resolution can be seen in the data repository.
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assess the influence of (i) tagging location bias, (ii) temporal resolution of 

tracking data (i.e., including only one location per individual per day, in 

addition to all locations detected), and (iii) spatial resolution (i.e., repeat-

ing all procedures at 0.5°, 1°, and 2° grid cells), we found that these po-

tential confounding factors had negligible effects on our main conclusions 

(figs. S5 to S8). Finally, randomization of tracks confirmed that animals 

are selectively using space for important behaviors (fig. S14).

Detected ecologically important areas for marine megafauna 
and extent of existing threats
We found that, on average, 66.1% of the total area covered by our 

tracking data was used as migratory corridors (50%) or residencies 

(44.8%) (Fig. 2A), with ~29% used for both behaviors (30); noting that 

for sirenians, data were insufficient to detect migratory behaviors 

(fig. S9). Animals spent on average 90% of their tracked time (esti-

mated using one position per day) within areas where we detected 

these behaviors (Fig. 2B). Most of this time (~80%) was spent in areas 

used for residency (or both residency and migration) (fig. S10), with 

considerable overlap across both behaviors.

On average, only 7.5% of the entire area covered by our tracking 

dataset occurred inside MPAs (which currently cover ~8% of the global 

ocean), with ~5% corresponding to areas of detected residency or 

migratory behaviors (Fig. 2). Similarly, animals spent a greater amount 

of time outside, than inside, MPAs (on average >85%). The time spent 

inside MPAs corresponded, on average, to 13.6% of all time animals 

spent displaying residency or migratory behaviors (ranging between 

0.3% for polar bears and 23.9% for penguins) (Fig. 2). The results in-

dicate limited opportunity for meaningful conservation of marine 

megafauna within the current extent of global MPAs, which were 

mainly designed to protect specific habitats rather than threatened 

mobile marine megafauna. However, conservation efforts could be 

considerably improved in the future by specifically including IMMegAs 

in new MPA placement.

All space use and identified residency and migratory behaviors oc-

curred with a ~40/60% split, respectively, between EEZs and the high 

seas, respectively (which, also respectively, cover 41.3 and 58.7% of the 

oceans) (Fig. 2). A similar split of space use between EEZ and high seas 

was ob tained across each taxon, with clear exceptions for sirenians 

and polar bears (for which most movements occurred inside EEZs). 

Despite this pattern of space use slightly biased toward the high seas, 

most time (on average 74.1%, of which 67.1% corresponded to detected 

migration or residency) was spent inside, rather than outside, EEZs, 

and ranged from 61.5% for flying birds to 90.2% for cetaceans (Fig. 2). 

Although protection of high seas IMMegAs is urgently needed, the large 

proportion of time that animals spend conducting important behaviors 

within EEZs suggests that an initial focus on enhancing protection 

GLOBAL MAP OF DETECTED MIGRATORY CORRIDORS & RESIDENCY BEHAVIOURC

FRACTION OF AREA USED IN EACH BEHAVIOURA FRACTION OF TIME SPENT IN EACH BEHAVIOURB

FRACTION OF TIME

0.50

FRACTION OF TIME

1.00 0.50 0.00

IN EEZ OUT OF EEZ

FRACTION OF TIME

0.00 0.50 1.000.00 0.50 1.00

IN MPA OUT OF MPA

 ll
A

s
ei

c
e

p
s

FRACTION OF AREA

0.00 0.50 1.00

FRACTION OF AREA

1.00

IN EEZ OUT OF EEZ

0.50 0.00 0.50

FRACTION OF AREA

IN MPA OUT OF MPA

0.00 0.50 1.00

A
ll

 
s

p
e

c
ie

s

Residency + Corridor

Residency

Corridor

Only Occurrence 
Detected

Cetaceans

Birds

Fishes

Penguins

Seals

Polar Bears

Sirenians

Turtles

Fig. 2. Global space use of marine megafauna and time spent in different behaviors. Fractions of area (A) and time (B) used by animals globally (left plots), within and 

outside exclusive economic zones (EEZs) (middle plots), and within and outside existing marine protected areas (MPAs) (right plots), showing how much of the movements 

corresponded to detected migratory corridors or residency. Results are shown across all species together (top bar) and for each taxon (as displayed in the legend). For each 

taxon, the light gray portion in the bars indicates movement where no behaviors were detected. Species in each taxon group include flying birds (listed as birds), cetaceans 

(mostly whales but also dolphins), fishes (mostly sharks), penguins, polar bears (Ursus maritimus), seals, sirenians (i.e., dugongs and manatees), and turtles. (C) Map of 

detected migratory corridors, residence areas, and both corridors and residencies across taxa. Gray indicates grid cells where tracking data were available but no specific 

behavior was identified for any taxon. Light blue areas depict regions where we did not have tracking data. Maps of detected behaviors per taxon can be seen in fig. S9.
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within jurisdictions could provide the fastest benefits for marine mega­

fauna conservation, particularly because implementation may be easier.

To identify what areas could be prioritized for protection, we used an 

optimization algorithm (figs. S15 and S16) to select a total of 30% of 

the 71.7% area covered by our tracking dataset (i.e., 21.3% of the global 

ocean; Fig. 3). We did this because our tracking dataset does not cover 

 the entire ocean, and also to allow for later additions of new protected 

areas if other IMMegAs are identified once new tracking data are 

available. The optimization algorithm aims to highlight which areas 

could provide higher representativeness of IMMegAs, but also to in­

dicate where the additional protected areas could be complementary 

to existing MPAs [sensu (19)], which currently fail to represent marine 

megafauna space use (25) (Fig. 3). Our results show that 30% area 

protection allows coverage of only less than half of the IMMegAs that 

we discovered (41.6 and 38.8%, respectively, based on data and model 

predictions; fig. S17), leaving ~60% unprotected (58.4%, and 61.2% 

based on data and model predictions, respectively) (Fig. 3).

Our complemented IUCN Threats Classification Scheme (50, 51) 

(table S4) showed that commercial fishing and climate change affect 

more than 80% of the species included in our dataset (fig. S4). Ship­

ping has impacts on species across all taxa, including all turtles, 

sirenians, polar bears, and most species of cetaceans considered, plus 

five birds, four fishes, five seals, and one penguin. Plastic pollution is a 

threat for all turtles and seals [but not yet listed on IUCN for leo­

pard seals (Hydrurga leptonyx)], most cetaceans, and ~35% of birds. 

Some fishes are also listed as potentially being affected by this threat, 

including two manta rays and five sharks. Noise is listed as affecting 

all cetaceans, some seals, both sirenians, and also the polar bear, but 

for the latter this is likely due to potential disturbance of maternal 

dens on land.

Overlaying the identified (and predicted) areas used by marine 

megafauna for migration or residency behaviors at a global scale with 

each of the major global anthropogenic threats considered here (fig. 

S11), we found that >96% of IMMegAs are exposed to plastic pollution, 

shipping, and warming, and ~75% to fishing. This exposure includes 

overlaps within the areas of highest pressure observed for most 

threats—for example, in the North Atlantic, where we detected impor­

tant areas for birds, cetaceans, fishes, and turtles (Fig. 2 and fig. S9).

Table 1. Evidence of impacts from overlap of marine megafauna with anthropogenic threats. Examples of the range of impacts derived from the overlap of marine megafauna 

with anthropogenic threats such as climate warming, plastic pollution, shipping, noise pollution, and fishing. SST, sea surface temperature; UV, ultraviolet.

Birds 

(flying) Cetaceans Fishes Penguins Polar bear Seals Sirenians Turtles

Climate

Decreased survival UV damage Habitat shift Reduced prey Habitat contraction Habitat shift Reduced food Sex bias

Affected survival and 

population growth 

rate of black- browed 

albatross juveniles 

with SST changes 

(83)

Increased skin 

lesions on whale 

related with 

increased UV 

irradiance (84)

Reduced counts 

of Scalloped ham-

merhead sharks 

Sphyrna lewini 

associated with rise 

in SST (85)

Decreased 

population size 

for penguin prey 

species with 

climate change 

(86)

Contraction of polar 

bear’s habitat in 

the Arctic linked to 

long- term sea ice 

loss (87)

Decreased sur-

vival of southern 

elephant seal due 

to effects of sea 

ice dynamics on 

access to foraging 

(88)

Reduced dugong 

density by ~70% 

due to seagrass 

die- off triggered by 

an extreme heat 

wave (89)

Female- biased turtle 

populations linked 

to warming temper-

atures (90)

Plastic

Ingestion Ingestion Ingestion Ingestion – Entanglement Ingestion Ingestion

Death of shearwa-

ter and northern 

gannet due to plastic 

ingestion (91)

Stranded sperm 

whale stomachs 

with large amounts 

of plastic debris 

(92)

Threatened 

filter- feeding 

elasmobranchs by 

microplastic (93)

Plastic ingestion 

may have caused 

death (94)

Mortality of fur 

seals due to entan-

glement in marine 

debris (95)

Death of West Indi-

an manatees from 

ingestion of plastic 

debris (96)

50% probability of 

mortality when tur-

tles ingest pieces 

of plastic (97)

Shipping

Habitat loss Ship strike Ship strike Noise effects Ship strike Propeller strike Ship strike Ship strike

Habitat loss for 

common Eider’s 

avoiding shipping 

traffic (98)

Increased ship 

strikes with 

humpback whales 

in shipping lanes 

(39)

Mortality of whale 

sharks correlated 

with risk of collision 

with ships (41)

Population 

collapse con-

comitantly with 

increase in noise 

(99)

Increased vulnerabil-

ity of polar bears to 

vessel strike (100)

Propeller strikes 

affect harbor seals 

(101)

Death of manatees 

due to boat colli-

sions (102)

Decreased survival 

of green turtles 

due to boat strikes 

(103)

Noise

– Behav. change – – Disturbance Physical damage Behav. change –

Change in 

humpback whales 

foraging activity 

due to ship  

noise (104)

Disturbance of 

maternal dens due 

to seismic surveys 

(105)

Temporary hearing 

loss of gray and 

harbor seals 

around the British 

Isles (106)

Reduced foraging 

habitat for man-

atees due to boat 

noise (107)

Fishing

By- catch By- catch Mortality Reduced prey   – Entanglement Entanglement By- catch

High bycatch of 

seabirds in longline 

fisheries (38)

Higher rates of 

dolphin bycatch in 

a trawl  

fishery (108)

Greater mortality 

of pelagic sharks 

where sharks have 

higher expo sure to 

longline fisheries 

(23)

Decreased 

popu lation size of 

prey species with 

in creased fishing of 

Antarctic Krill (86)

Increased en-

tanglement of 

Cape fur seals 

associated with 

fishing (109)

Manatee mortali-

ties from entangle-

ment in fishing gear 

(110)

High levels of turtle 

bycatch in fishing 

gear hotspots (37)
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Table 2. Summary of the logistic modeling inputs and results per taxon. Results of the generalized linear models relating the probability of a grid cell to be used as residence or 

for migratory behaviors with the set of environmental variables included in each model. Shown are the results for the highest ranked model according to the weight of the 

Akaike’s information criteria (wAIC), as well as the number of parameters (k), the percentage of deviance explained (pcdev), and Kappa. Bold indicates the models not used to 

estimate the important marine megafauna areas (IMMegAs) derived from our modeling predictions (as presented in Fig. 3 and fig. S11). Species in each taxon group include 

flying birds (listed as birds), cetaceans (mostly whales but also dolphins), fishes (mostly sharks), penguins, polar bears (Ursus maritimus), seals, sirenians (i.e., dugongs and 

manatees), and turtles.

Taxon Input Results

Number of grid cells with: Residence behavior Migratory behavior

Presence Residency Migration Model k wAIC pcdev Kappa Model k wAIC pcdev Kappa

 Birds 35,875 13,448 9,128 2 19 1.000 4.13 0.22 2 19 1.000 11.19 0.33

 Cetaceans 4,397 1,501 1,758 2 19 1.000 16.52 0.44 2 19 0.980 12.62 0.29

 Fishes 15,648 4,346 4,252 2 19 1.000 14.44 0.38 2 19 1.000 12.56 0.30

 Penguins 1,385 446 452 1 17 1.000 13.62 0.4 2 19 1.000 40.16 0.56

 Polar bear 1,124 451 803 2 14 0.995 24.78 0.33 2 14 1.000 27.78 0.48

 Seals 11,358 5,510 7,175 2 19 1.000 3.12 0.22 2 19 1.000 14.91 0.30

 Sirenians 114 27 0 – – – – – – – – – –

 Turtles 10,360 3,462 3,370 3 7 1.000 7.71 0.28 2 19 1.000 5.18 0.17

A B

Fig. 3. Increase in area protection to 30% will leave ~60% of IMMegAs exposed to major anthropogenic threats. (A) Maps depicting average threat intensities for major 

anthropogenic threats with a global footprint: (from top to bottom) fishing, shipping, plastic pollution, and sea surface temperature (SST) warming. Displayed with an orange 

color palette are the threat intensities occurring inside IMMegAs, while a gray color palette is used to show the threat intensities outside IMMegAs. Note that we considered 

noise to be ubiquitous, as no noise dataset is currently available at the resolution needed for a global analyses. (B) Maps showing how much the increase in MPAs from the 

current 8% (purple) to 30% (green) would cover from our prioritization of IMMegAs detected from movement data (top map) and from our modeling predictions (bottom 

results). Note that coverage by MPAs only translates into protection from the anthropogenic threats considered if they are designated with the highest level of protection (i.e., 

with no activities allowed), and even then MPAs could only be effective for protection from fishing and shipping, leaving plastic and warming threats to continue to affect species. 

In addition to the increase in the current extent of MPAs, the introduction of mitigation strategies will assist in reducing the impact of existing threats and therefore the likelihood 

of human- induced extinctions.



Science 5 JUNE 2025 1091

Mitigation strategies will be needed in addition to the proposed 
increase in area protection to safeguard marine megafauna
Our results reveal that the 30% threshold is insufficient to encompass all 

IMMegAs globally (Fig. 3), leaving substantial conservation risks for ma-

rine megafauna. Considering the ubiquity of existing threats, which are 

pervasive in the IMMegAs that we detected (Fig. 3 and fig. S11), and the 

limited scope of the 30% GBF target for area protection, attaining the goal 

of zero loss of important biodiversity areas and halting human- induced 

mortality of threatened species seems unlikely (noting some management 

measures already in place for some species, table S5). Shipping and fishing 

can in part be alleviated by increasing MPAs [particularly if the highest 

level of protection is afforded (64)], which can also help reduce noise 

pollution. However, plastic pollution or climate change impacts will not 

be alleviated with the planned increase in area protection [even if MPAs 

can assist improving species resistance and resilience (65)]. Therefore, 

attaining the goal of zero loss of important biodiversity areas will need 

further action to mitigate anthropogenic pressures.

To reduce exposure of marine megafauna to existing threats and 

achieve the goals set out in the GBF, the introduction of additional 

forms of ocean management will be needed, including greater scrutiny 

of practices and additional direct management decisions with in-

creased enforcement. For example, direct mortality can be reduced by 

applying fishing thresholds and enforcing standards in fishing opera-

tions (including modifications to gear) (66–70), and by developing 

wildlife- ship traffic separation schemes and slow- down areas (71, 72) 

[e.g., to 2.16 knots (73)]. If applied in tandem with the increase in pro-

tected areas, such interventions will afford marine megafauna a much 

greater spatial protection from the major threats of industrialized 

fishing (23) and shipping (41) known to cause direct mortality (Table 1).

Our analyses show that animals use a large proportion of the high 

seas but spend the majority of their time within jurisdictions. This 

presents an opportunity for marine megafauna conservation because 

individual countries regulate and control most operations within their 

borders and are therefore able to implement mitigation measures to 

manage species that use their EEZs. Management of IMMegAs in the 

high seas, outside national jurisdictions, would benefit from better 

integration into the United Nations Convention for the Law of the Sea 

(UNCLOS) and should be considered in the ongoing process to better 

regulate biological resources in the high seas (1, 2). For shipping threats 

specifically, International Maritime Organization regulations can reduce 

impacts and propel conservation success. For example, the double hull 

policy resulted in an average reduction of up to 62% in the size of oil 

spills (74). Engaging (and better regulating) the private sector is another 

timely way to advance conservation [e.g., (75)], as environmental damage 

is increasingly recognized as a threat to financial stability (75, 76). Past 

management decisions, either involving the private sector [e.g., end of 

the whaling industry following the moratorium by the International 

Convention for Regulation on Whaling (77)] or by listing species on 

CITES [Con vention on International Trade in En dangered Species (78)] 

have demonstrated success by leading to populations’ recovery. However, 

the drivers of contrasting trajectories of similar populations or species 

(e.g., right whales increase in the Southern Ocean versus decrease in 

the North Atlantic) are not well understood and likely relate to different 

exposure to anthropogenic threats in the different regions.

Creating a larger network of MPAs will also greatly benefit from fol-

lowing a systematic conservation planning framework. Although our aim 

was to identify IMMegAs (rather than outlining what the final 30% of area 

protection should look like), we followed the initial necessary steps of 

that framework, including (i) using marine megafauna biodiversity data 

(as a surrogate for marine biodiversity); (ii) using the set targets from the 

GBF and UN High Seas Treaty as a goal; (iii) focusing on complementing 

existing MPAs; and (iv) selecting IMMegAs for potential inclusion as 

MPAs. We then provide a scenario for protection for up to 30% extension 

of MPAs to show that even if all areas selected for protection specifically 

included IMMegAs, the 30% protection would still be insufficient to 

reach set targets, and other mitigation measures will be needed. To follow 

a systematic conservation planning approach, the final selection of pro-

tected areas should also take into consideration aspects not considered 

here, such as ecosystems of high ecological importance or habitat types 

that are not yet well represented, as well as considerations of equity and 

principles of environmental justice (79). It is, however, likely that the final 

selection of areas for protection will end up being designed to minimize 

impacts to stakeholders (including the fishing, shipping, energy produc-

tion, and tourism industries). Such a possible result further reinforces our 

conclusion that relying on the 30% area protection will be insufficient to 

reach the goal of zero loss of important biodiversity areas and halt human- 

induced mortality of threatened species, and that additional mitigation 

measures are needed before it is too late.

The work we provide here shows the power of assembling tracking 

datasets to answer pressing conservation concerns. The continued 

expansion of MegaMove through voluntary contributions will foster 

greater collaborations allowing researchers to fill data gaps and fur-

ther reduce biases. Whereas our tracking data cover about 71% of ocean 

space, the tagging effort was neither random nor uniform in space and 

time, and 29% of the ocean space was not covered by our dataset (in-

cluding the central and northwest Pacific ocean). We suggest that 

statistical models using existing tracking data as input could be used 

to develop refined global species distributions that take into account 

animal movements associated with short- term changes in environ-

mental parameters to project the likelihood of encountering animals 

in areas underexplored by telemetry or bio- logging (80–82).

We also recognize that the available threat distribution data that 

we used here are incomplete and do not include, for example, illegal 

or artisanal fishing fleets, or discrimination across fishing gear (which 

affects species differently). This means that a more detailed spatio-

temporal analysis of exposure to threats, as well as an assessment of 

the vulnerability of different species to specific threats, is required to 

quantify their potential impacts on species’ life- history characteristics. 

Consideration of the phylogenetic diversity of marine megafauna by 

examining evolutionary drivers could also be relevant to improving 

spatial maps. Nevertheless, the IMMegAs that we have identified are 

key to informing the expansion of existing MPAs to reach the 30% tar-

get both within EEZs and in the High Seas.
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BIOCHEMICAL CYCLES

Integrated carbon and nitrogen 
management for cost- effective 
environmental policies in China
Xin Xu1,2, Xiuming Zhang3, Yiyang Zou1,2,4, Tianrun Chen5,  

Jingfang Zhan1,2, Luxi Cheng1,2,6, Wilfried Winiwarter3,7,  

Shaohui Zhang3,8, Peter M. Vitousek9, Wim de Vries10,  

Baojing Gu1,2,11* 

Carbon and nitrogen are central elements in global 

biogeochemical cycles. To effectively manage carbon and 

nitrogen in China, we developed a comprehensive model for 

quantifying their fluxes, investigating their interplay across  

16 human and natural subsystems. Between 1980 and 2020, 

nitrogen losses in China increased 2.3- fold and carbon 

emissions surged 6.5- fold. Integrated carbon and nitrogen 

management holds the potential for a 74% reduction in  

nitrogen losses to air and water and a 91% decrease in carbon 

emissions to the atmosphere by 2060. Compared with  

separate control of carbon or nitrogen, integrated management 

delivers an additional reduction of 1.8 million tons of nitrogen 

and 26.5 million tons of carbon by 2060, bringing out a 37% 

decrease in unit abatement cost and a net societal benefit of 

1384 billion USD.

Carbon and nitrogen are fundamental elements in the biogeochemi-

cal cycle, playing distinctive roles in shaping both natural and 

human- dominated ecosystems (1, 2). In natural systems, the carbon 

and nitrogen cycles are strongly interconnected, collectively influenc-

ing vegetation growth and biodiversity while also serving as key 

indicators of soil health. Within human societies, nitrogen fixation 

through synthetic fertilizers is indispensable for food production, 

but it is associated with increased emissions of ammonia (NH3) and 

nitrous oxide (N2O) into air, as well as nitrate (NO3
–
) into water. Ad-

ditionally, the combustion of fossil fuels exacerbates emissions of 

nitrogen oxides (NOx) and carbon dioxide (CO2). Although carbon 

and nitrogen are vital for food, feed, and wood production, their 

ex cessive losses into the environment pose threats to climate, bio-

diversity, and air and water quality (3–6). Since the start of the pre-

industrial era, anthropogenic emissions of carbon and nitrogen 

have escalated substantially, surpassing the safe operating boundar-

ies of our planet (7).

Human- induced perturbations of global carbon and nitrogen cy-

cles are inherently linked (8). For example, elevated CO2 levels have 

a fertilizing effect on forest ecosystems (9), and nitrogen normally 

limits vegetation growth and carbon accumulation, whereas car-

bon sequestration in soils may enhance N2O emissions (10, 11). 

Regional coordination in carbon and nitrogen management requires 

a comprehensive insight into the complex interactions within human 

and natural systems (12). However, the integrated management of 

carbon and nitrogen considering multicompartment (e.g., air, soil, 

or water bodies) and cross- sector (e.g., industry, agriculture, or forestry) 

dynamics remains largely unexplored (13). In China, the integrated 

mitigation potential is mainly explored in reducing atmospheric ni-

trogen pollutants and CO2 emission across the industrial, energy, and 

transportation sectors (14, 15). In the agricultural sector, efforts have 

largely targeted controlling non–point source pollution, particularly 

nitrate runoff and leaching. However, the interactions and trade- offs 

between decarbonization strategies and nitrogen reductions re-

main insufficiently understood. A thorough evaluation of mitigation 

costs and associated social benefits is crucial to ensure the feasibil-

ity of carbon and nitrogen management strategies. Therefore, a 

generic approach is needed to systematically model regional carbon 

and nitrogen cycles and to assess the mitigation potential and 

cost- effectiveness of different strategies, offering effective guidance 

for policy- making.

To address the knowledge gap, we synthesized carbon and nitrogen 

flows in China with the Coupled Human and Natural Systems- Carbon 

and Nitrogen cycles (CHANS- CN) model (fig. S1). First, we investi-

gated carbon and nitrogen sources, fluxes, and fates from 1980 to 

2020 across 16 different subsystems (fig. S2). Subsequently, leverag-

ing subsystem- level budgets and mitigation measures, we simulated 

potential trajectories of carbon and nitrogen fluxes and their cou-

pling from 2020 to 2060 under various management scenarios. 

Finally, we quantified the cost- effectiveness of integrated carbon and 

nitrogen management compared with separate strategies. This study 

provides valuable insights for achieving substantial environmental, 

climate, and economic benefits through integrated carbon and ni-

trogen management in China.

Results and discussion

The CHANS- CN model

We first built the CHANS- CN model to integrate carbon and nitrogen 

flows on a national scale, covering 16 subsystems and >6000 fluxes 

(see the materials and methods and supplementary text). Carbon and 

nitrogen inputs predominantly arise from biological fixation, chemi-

cal fixation, fossil fuel combustion, industrial processes, and geologi-

cal activities, along with external imports or exports through trade 

and other natural sources (e.g., lightning). From 1980 to 2020, China’s 

total carbon inputs increased from 1.5 to 6.5 Pg C year
−1

, carbon input 

from fossil fuels increased from 0.6 to 4.6 Pg C year
−1

, and carbon 

fixed by plant photosynthesis increased from 0.9 to 1.9 Pg C year
−1

 

(fig. S3a). In addition, total nitrogen inputs increased from 23.7 Tg 

N year
−1

 in 1980 to 77.8 Tg N year
−1

 in 2015, with the proportion of 

Haber- Bosch nitrogen fixation (16) rising from 46 to 77% and biologi-

cal nitrogen fixation decreasing from 30 to 11%. However, from 2015 

to 2020, nitrogen inputs declined slightly but remained 2.7 times 

higher than in 1980 (fig. S3b). These inputs circulated through sub-

systems, causing cascading effects, with carbon and nitrogen either 

stored or lost to the environment. Carbon outputs mainly involve 

agro- food and feed exports, along with dissolved carbon entering the 

ocean (17) (fig. S4). Nitrogen outputs primarily manifest as N2 emis-

sions through denitrification (18), along with nitrogen entering the 

atmospheric circulation or the ocean.

To assess the long- term trajectory and impacts of carbon and ni-

trogen emissions, we introduced the carbon- nitrogen impact equiva-

lent (CNIeq), an index that weighs different compounds based on 

their monetary value of impacts on climate, ecosystem, and human 

health (see the materials and methods). From 1980 to 2020, reactive 

nitrogen (Nr, all nitrogen species except N2) losses initially increased, 

peaking around 2012 at 79.0 Tg CNIeq before declining (Fig. 1A). This 

decline could be attributed to NOx reductions benefiting from the 

1State Key Laboratory of Soil Pollution Control and Safety, Zhejiang University, Hangzhou, 
China. 2College of Environmental and Resource Sciences, Zhejiang University, Hangzhou, 
China. 3International Institute for Applied Systems Analysis, Laxenburg, Austria. 4Ministry of 
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University, Hangzhou, China. 5College of Computer Science and Technology, Zhejiang 
University, Hangzhou, China. 6Policy Simulation Laboratory, Zhejiang University, Hangzhou, 
China. 7Institute of Environmental Engineering, University of Zielona Góra, Zielona Góra, 
Poland. 8School of Economics and Management, Beihang University, Beijing, China. 9Department 
of Earth System Science, Stanford University, Stanford, CA, USA. 10Wageningen University 
and Research, Earth Systems and Global Change Group, Wageningen, Netherlands. 11Zhejiang 
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Fig. 1. Spatiotemporal characteristics of carbon and nitrogen emissions and the C/N ratio. (A) Carbon and nitrogen emissions, along with C/N (mass/mass) ratio of 

emissions in China from 1980 to 2020. Note that the carbon emissions consist of CO2 and CH4, and nitrogen emissions include NO3
–, NOx, N2O, and NH3 (see the materials  

and methods). The red line on the right vertical axis represents the C/N ratio of emissions. (B) Relative subsystem contributions (%) to carbon and nitrogen emissions in 2020. 

(C to E) Geographical distribution of carbon emission intensity (C), nitrogen emission intensity (D), and the C/N ratio of emissions (E) in 2020. The base map was derived  

from the Database of Global Administrative Areas (https://gadm.org/).
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Air Pollution Control Program (19) and the decreased NH3 and 

NO3
–
 emissions due to improved synthetic fertilizer and manure man-

agement (20, 21). By contrast, carbon emissions sustained an upward 

trend, particularly between 2000 and 2013, with an average annual 

growth rate of 8% (fig. S5). In recent years, the growth has been halted, 

reaching 105 Tg CNIeq in 2020, signifying a 6.5- fold increase since 

1980. Of this, industry and energy contributed >85% of CO2 emissions 

and >50% of CH4 emissions, and agriculture and livestock contributed 

42% of CH4 emissions in 2020 (Fig. 1B). Spatial variations of carbon and 

nitrogen emissions across China in 2020 are depicted in Fig. 1, C to E, 

and fig. S6. High carbon emissions were mainly concentrated in areas such 

as the Yangtze River Delta and the Northeast China Plain, with elevated 

nitrogen losses occurring in the middle and lower Yangtze Plain and the 

Northeast China Plain. Regions with a high C/N emissions ratio were 

predominantly located in densely populated or urbanized regions.

Figure 2 illustrates overall carbon and nitrogen fluxes in China’s 

terrestrial, atmospheric, and aquatic 

ecosystems in 2020. The grassland 

and forest subsystems received 

inputs of 1.0 Pg C and 14 Tg N, 

primarily from biological fixation 

and atmospheric deposition. These 

inputs underwent transformation, 

recycling, and transfer through 

processes such as harvesting, runoff, 

volatilization, and denitrification, 

ultimately leading to an accumu-

lation with a C/N ratio of 36 in 

these natural ecosystems (see the 

materials and methods). Similarly, 

0.9 Pg C and 6.2 Tg N entered the 

cropland subsystem, with a lower 

C/N ratio of accumulation at 4. 

The human subsystem, as a core 

consumer, received 22 Tg N and 

0.8 Pg C supplied from subsystems 

as food, fuel, and commodities 

(fig. S4), emitting 0.2 Pg C and 

1.5 Tg N into the atmosphere, with 

the C/N ratio of accumulation at 

66. In addition, energy and indus-

trial production contributed 85% of 

carbon and 11% of nitrogen emis-

sions; agricultural practices, in-

cluding cropland, livestock, and 

aquaculture, contributed 56% of 

nitrogen and 3% of carbon emis-

sions. The transportation sector 

released 2.1 Tg N and 0.2 Pg C 

through fuel combustion, and 

waste disposal, including gar-

bage and wastewater, emitted 

0.03 Pg C and 0.5 Tg N. The C/N 

ratio of surface water accumula-

tion was estimated at 6, with 

agriculture contributing >50%, 

followed by domestic and industrial 

wastewater discharge (16%). Assum-

ing a balanced state of emissions 

and distribution between the at-

mosphere, ocean, and inland in 

China, we also estimated carbon 

and nitrogen fluxes for air- sea 

circulation, revealing a C/N ra-

tio of ~48.

Coupling between carbon and nitrogen

Based on the CHANS- CN model, we examined the historical and 

future trends of carbon and nitrogen emissions in China, mainly focus-

ing on their relative magnitudes and coupling processes. Between 1980 

and 2000, the C/N ratio of emissions remained stable at ~35 to 44 

(Fig. 3A). Agricultural sources contributed ~35% of total emissions, 

and the share of industry- related sources increased from 42 to 50% 

(fig. S5). The stable C/N ratio suggests that appropriate carbon fertil-

ization and adequate nitrogen supply may enhance carbon fixation 

in ecosystems, a trend further supported by satellite observations of the 

greening in China during this period (22, 23). Over the past two de-

cades, both carbon and nitrogen emissions surged, particularly from 

industrial sources, contributing 66% in 2020, and the share of agri-

culture dropped to 20% (figs. S5 and S7). The C/N ratio tripled, reach-

ing 119 by 2020, revealing an asymmetry in carbon and nitrogen 

emissions. Despite enhanced carbon fertilization effects, the imbalanced 
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inputs of carbon and nitrogen have re-

stricted the potential of carbon sinks 

to offset excessive greenhouse gas 

emissions (24). This underscores the 

importance of integrated carbon and 

nitrogen management, which involves 

coordinating both carbon and nitrogen 

abatement across subsystems, rather 

than isolated controls, to safeguard 

food security and ecosystem carbon 

sequestration (25, 26).

To evaluate the effects of separate 

versus integrated management, four 

management scenarios were simu-

lated based on the CHANS- CN model: 

nitrogen emission reduction (NRS), 

carbon emission reduction (CNS), com-

bined carbon and nitrogen emission 

reduction (COM), and a business- as- 

usual (BAU) scenario (see the materi-

als and methods and tables S1 and S2). 

The NRS focuses exclusively on nitrogen 

management, mainly through agricul-

tural practices and dietary transitions, 

and the CNS centers on carbon man-

agement, targeting fossil fuel produc-

tion and consumption. By contrast, 

the COM emphasizes integrated man-

agement across all subsystems, aiming 

to mitigate the trade- offs of isolated 

measures. From 2020 to 2060, the C/N 

ratio of emissions under the BAU sce-

nario is projected to decline slightly, 

with an average value of 107 (Fig. 3A). 

Under the NRS scenario, the C/N ratio 

will increase to 217 by 2060 due to 

inadequate control over carbon emis-

sions. Conversely, the C/N ratio for 

CNS will continue to decrease, return-

ing to historically low levels by 2050, 

but nitrogen losses will remain high, 

at ~26 Tg N year
−1

 (Fig. 3C). The COM 

scenario demonstrates the greatest 

mitigation potential, reducing carbon 

emissions by 91% and nitrogen emis-

sions by 74% by 2060. Specifically, 

emissions of CH4 and CO2 could decrease by 74 and 91% (Fig. 3D), and 

emissions of N2O, NH3, NO3
–
, and NOx would decrease by 77, 75, 73, and 

65%, respectively (Fig. 3E). The C/N ratio under the COM scenario in 

2060 will fall between that of NRS and CNS scenarios, around the 

historical range of 35 to 44 observed between 1980 and 2000, when China 

experienced relatively good environmental quality, a stable food supply, 

and effective carbon sequestration (22, 27, 28).

To prioritize integrated mitigation strategies at the subsystem level, we 

further analyzed the coupling processes in which certain carbon and nitro-

gen emissions share common sources or a single mitigation measure can reduce 

both emissions to some extent. To quantify the degree of coupling, we intro-

duced two parameters, SE1 and SE2, representing the coupling degrees of 

emission and mitigation, respectively, within a range of 0 to 1 (see the materials 

and methods). A coupling degree of 1 indicates that a biogeochemical process 

results in equivalent carbon and nitrogen emissions (SE1) or that a mitigation 

measure can reduce both emissions equally (SE2), as defined by CNIeq. A 

smaller coupling degree signifies weaker connections between carbon and 

nitrogen emissions and their mitigations. Most subsystems, especially trans-

portation, human, and garbage subsystems, exhibited robust carbon- nitrogen 

coupling (fig. S8). However, this coupling pattern weakened from 2000 to 

2020. Taking the industry and energy subsystems as examples, before 2000, 

the average coupling degree SE1 for these subsystems was ~0.98, whereas by 

2020, these coefficients had dropped to 0.52 and 0.59, respectively, as carbon 

emissions became dominant. Without further intervention, these coefficients 

are projected to be 0.54 and 0.68 by 2060, indicating persistent imbalances 

in carbon and nitrogen emissions along historical trajectories (Fig. 4A 

and fig. S9).

Nitrogen management alone will enhance the coupling of carbon 

and nitrogen emissions in the cropland and livestock subsystems, with 

coupling degree SE1 increasing by 13% (to 0.86) and 5% (to 0.98), re-

spectively, by 2060 (Fig. 4B). Similarly, carbon management alone will 

improve coupling degree SE1 in the industry and energy subsystems 

by 87 and 66%, respectively (Fig. 4C). However, relying solely on car-

bon or nitrogen mitigation strategies reduces the overall coupling 

degree SE1 by 12 and 15% across all sectors, respectively, highlighting 

the inherent trade- offs of singular mitigation solutions. By contrast, inte-

grated management will elevate China’s overall carbon- nitrogen cou-

pling degree SE1 to 0.98 by 2060. Substantial improvements will occur 
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in the energy, industry, livestock, and 

cropland subsystems, with their SE1 

increasing by 66, 54, 39, and 17%, re-

spectively (Fig. 4D).

The coupling degree SE2 values of 

carbon and nitrogen reductions under 

each scenario are illustrated in fig. S10. 

From 2020 to 2060, integrated manage-

ment ensures that the coupling degree 

SE2 of carbon and nitrogen reductions 

exceeds 0.92 across the entire system. 

Subsystems with higher SE2, such as hu-

man (0.98), garbage (0.95), transportation 

(0.94), and livestock (0.93), suggest that 

their embedded abatement measures 

are crucial entry points for integrated 

management. Nevertheless, in certain 

subsystems where carbon or nitrogen 

processes dominate the overall biogeo-

chemical dynamics, the COM strategy 

does not always outperform separate 

management. For example, in forest and 

grassland ecosystems, substantial nitro-

gen reductions may decrease nitrogen 

bioavailability, consequently weakening 

their carbon sequestration potential (25). 

Conversely, for wastewater and surface 

water subsystems, which are dominated 

by nitrogen emissions with low coupling 

degrees, integrated management may fail 

to demonstrate coupling advantages.

Co- benefits of carbon and 

nitrogen management

Integrated carbon and nitrogen manage-

ment offers considerable economic op-

portunities at relatively low intervention 

costs, with net social benefits expected to 

rise continuously as mitigation measures 

permeate various sectors. Here, we 

quantified total abatement costs based 

on metric unit costs, baseline activity 

levels, and implementation rates; social 

benefits reflect the avoided damage costs 

attributed to the carbon and nitrogen 

emission reduction (see the materials and 

methods and table S3). Under the CNS 

scenario, the implementation cost in 

2060 is estimated at 371 billion USD, 

yielding a net benefit of 1036 billion USD, 

with the highest mitigation costs in the 

energy (accounting for 77%) and industry 

(15%) subsystems (Fig. 5A). Conversely, the NRS scenario presents a lower 

implementation cost of 101 billion USD, with a net social benefit of 932 

billion USD by 2060 (Fig. 5C), primarily benefiting the livestock (22%) 

and cropland (21%) subsystems. The total abatement cost across all 

subsystems under the COM scenario will be 424 billion USD, and the 

resulting social benefits will reach 1809 billion USD, surpassing the costs 

fourfold (Fig. 5E). In addition, the cost- benefit ratio under carbon- focused 

management will increase and then decrease from 2020 to 2060, peaking 

at 4.9 by around 2035. By contrast, the cost- benefit ratio for nitrogen- 

focused management will continue to increase, reaching 10.2 in 2060, 

driven by benefits from the transportation, livestock, and cropland sub-

systems (fig. S11). Thus, we suggest prioritizing carbon mitigation mea-

sures with supplementary nitrogen reduction before carbon peak to 

unleash the abatement potential of high- carbon- emitting industries 

under a progressively stricter carbon pricing market. In the long 

term, nitrogen mitigation options will be more cost- effective and can 

actively stimulate carbon co- reduction in China.

By integrating the carbon and nitrogen mitigation potential, we 

further analyzed the marginal abatement costs of various subsystems 

in 2060. Under the CNS scenario, the subsystems with the highest 

marginal abatement costs are wastewater treatment, energy, and 

forest, at 10.40, 9.00, and 6.20 USD per kg CNIeq, respectively (Fig. 5B). 

By contrast, subsystems including transportation and cropland, de-

spite having lower abatement potential, exhibit negative costs (i.e., 

cost savings), alleviating economic pressures. In the NRS scenario, the 

subsystems with the highest marginal costs are garbage, wastewater 
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treatment, and forest, at 7.30, 5.50, and 4.60 USD per kg of CNIeq, re-

spectively (Fig. 5D). The human subsystem incurs minimal additional 

abatement costs but contributes 2.9 Tg CNIeq of the total emission 

reduction by 2060. Further, our findings indicate that if carbon and 

nitrogen emissions are managed separately, then the average unit 

abatement cost in 2060 would be 5.00 USD per kg of CNIeq. However, 

under integrated carbon and nitrogen management, the average 

abatement cost will be 3.10 USD per kg of CNIeq (Fig. 5F), representing 

a 37% reduction in unit costs and demonstrating a promising dual- 

benefit advantage for China.

Feasibility and policy implications

This study traces the spatiotemporal dynamics of China’s carbon and 

nitrogen budgets at the human- nature interface, revealing an imbal-

ance in carbon and nitrogen emissions. Moreover, we delve into the 

potential of integrated management in terms of cost- effectiveness 

that harmonize production processes with China’s broader natural 

and socioeconomic conditions, facilitating an orderly reduction of 

carbon emission and nitrogen pollution. Recent policy developments, 

such as the Implementation Plan for Synergistic Pollution and Carbon 

Reduction, underscore the feasibility of integrated carbon and nitro-

gen management within China’s socioeconomic and ecological de-

velopment trajectory (29). These efforts reflect not only the theoretical 

viability but also the practical applicability of integrated strategies 

to address the dual challenges of pollution and climate change.

To fully harness the advantages of integrated management, it is crucial 

to prioritize measures with high cost- benefit ratios. Specifically, for the 

energy sector, optimizing power transmission and energy storage infra-

structure to accelerate the adoption of clean energy sources such as wind 

and solar power should be prioritized (30, 31). In transportation, a focal 

point could be improving fuel efficiency to reduce energy consumption 

(32). In livestock management, proper feed additives can effectively re-

duce feeding costs by minimizing intake (33). The combined strategy is 

not always the optimal solution considering short- term urgent needs. 

For example, if a region is experiencing severe eutrophication and re-

quires nitrogen- intensive actions that may increase carbon emissions, 

it may still be worthwhile, because local citizens might prioritize water 

quality during that short period. Thus, given the heterogeneity of natural 

resources and economic constraints, customized combinations of mea-

sures and their priorities should be tailored to different times and re-

gions (34, 35). Further, the complexity of interactions between subsystems 

necessitates a holistic approach to ensure that integrated actions span 

the entire industrial chain (12). For instance, manure management be-

tween the feeding and storage stages in the livestock subsystem could 

affect manure recycling and its application to cropland, and human 

consumption patterns could affect the efficiency and costs of down-

stream waste treatment. As a populous and pollution- intensive nation, 

China’s adaptive and effective pathway for integrated carbon and nitro-

gen management can provide valuable insights for other developing 

countries to facilitate informed environmental policies.

Beyond technical measures, integrated carbon and nitrogen manage-

ment provides a strong theoretical foundation for nature- based solu-

tions. It is estimated that, driven by China’s carbon neutrality target, by 

2060, ~20% of carbon emissions will be sequestered by terrestrial eco-

systems (36). To maximize the potential of nature- based climate solu-

tions and to enhance the co- benefits of multiple ecosystem services (37), 

it is crucial to incorporate external factors such as climate change into 

the model, supporting the formulation of multilevel and resilient gov-

ernance strategies (38). Moreover, our innovative modeling framework, 

applicable to carbon and nitrogen, can also be extended to other ele-

ments such as phosphorus and sulfur in the future (39, 40). The multi-

dimensional expansion will deepen our understanding of the coupling 

dynamics within biogeochemical cycles and clarify the diverse con-

straints and co- benefits engendered by human intervention. Additionally, 

the coupling evaluation system will evolve from a binary- element 

configuration to a multielement one (41) to facilitate the identification 

of optimal solutions for managing various mitigation targets, ultimately 

fostering holistic and cost- effective environmental policies.
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WELLJET dispenser stacker
INTEGRA Biosciences has expanded the capabili-
ties of its WELLJET dispenser stacker to include 
automated processing of deep well plates up to 
45 mm in height. This new functionality address-
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INTEGRA
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www.integra-biosciences.com
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labs looking to improve productivity while maintaining the integrity 
of their valuable samples.
AZENTA Life Sciences 
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improve tumor growth suppression and reduce resistance. Addi-
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activating immune cells while inhibiting immune-suppressive path-
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from early-stage research to large-scale preclinical studies.
Bio X Cell

For info: 1-866-787-3444
www.bioxcell.com

Runge Mikron modular detectors
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The small footprint of the device allows it to easily operate within 
safety cabinets and on space limited work benches. With an excellent 
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WORKING LIFE

Growing up in Puerto Rico prepared me well for life’s chal-

lenges. I witnessed my parents working hard to provide for our 

family, despite the ongoing economic turmoil that plagued the 

island. My mother, an elementary school teacher, taught me to 

believe in myself and offered unwavering support. The rigors of 

graduate school and the responsibility of becoming a father at a 

young age also helped build my resilience—which has turned 

out to be the defining feature of my career.

The first test came in 2004, when I was a graduate student in 

a well-funded lab, conducting research I was passionate about—

until suddenly, Congress slashed the National Institutes of 

Health’s (NIH’s) budget. Our lab had to scale back, and I needed 

to put in a lot more hours to graduate before my adviser’s grant 

dried up. Some days, I didn’t see my 4-year-old daughter at all 

because I got home long after her bedtime.

My wife at the time was in school as well, and my income sup-

ported our family. But as I looked for a postdoctoral position in 

the midst of the NIH budget crunch, most labs told me they had 

no funds to take on a new trainee. With persistence, I secured a 

postdoc at the Neurosciences Institute, a place fueled primarily 

by private donations. For a while, things looked stable. 

Then came the 2008 recession. The private donations dried 

up. Staff were laid off, and several prominent investigators left. 

Morale plummeted. The writing was on the wall: I had to leave.

Job hunting in 2008 was brutal. I sent out applications, know-

ing my family depended on me, but opportunities were scarce. 

Finally, a last-minute interview at a conference led to an offer for 

a lab in France. It meant uprooting my family and stepping away 

from the research path I had carefully built, but it was the only 

way forward. So, we packed up our lives and moved. For a while, 

things were good, but several years into my project, my relation-

ship with my adviser soured, and I had to leave.

I eventually got a job as a staff scientist at the University of 

Chicago. I had to prioritize my new lab’s research focus and 

could only work on my own research in spare moments, but by 

the end of 2018 my career was gaining traction once again. But 

the stress took a huge toll on my personal life, and my wife and 

I split up. Then COVID-19 hit. Labs shut down, slowing research 

and my own project. When I submitted a grant for review, it was 

rejected for what the reviewers said was a lack of relevant publi-

cations. I found myself once again facing unemployment.

When I finally landed my current position in 2021 it was a 

huge relief. A couple years later, I learned that one of the com-

mittee members had followed a path similar to mine and saw my 

commitment and perseverance as key factors in my favor.

But not everyone will have such an advocate. I believe we 

should be asking candidates for academic jobs what challenges 

they’ve overcome and how they have persevered. Applicants 

with CVs featuring high-profile labs and prestigious publications 

tend to be the ones who get jobs. But others of us have taken a 

slower, bumpier path, and I believe we deserve a closer look. 

We’re the ones with the resilience to get through tough times.

Right now, I’m anxious about our nation and the future of 

biomedical research in the United States, but I’m not worrying 

for myself. If my career has taught me anything, it’s that resil-

ience alone doesn’t guarantee survival. But sometimes, it gives 

you just enough time to catch the next opportunity before the 

door closes. �

Jary Y. Delgado is an assistant professor at Loyola University Chicago. 

Resilience is my strength
Jary Y. Delgado

W
hen I interviewed for my current tenure-track job, I had a stellar training background 

and solid publications over my 20-year career. But I was unemployed. I didn’t mention 

that fact, but my CV had other gaps shaped by events beyond my control: shifting poli-

tics, economic crises, a mentor relationship that turned bad, and COVID-19. I had stayed 

on the academic path—if only barely—through sheer determination. The interviewers 

were friendly and I felt good about my performance, but I wasn’t expecting the offer I received a month 

later. To my surprise, I later learned the committee had valued a factor rarely considered in an academic 

world obsessed with publications and impact factors: my resilience.
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